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Abstract

The use of Network Telescope systems has become increasingly popular amongst
security researchers in recent years. This study provides a framework for the utili-
sation of this data. The research is based on a primary dataset of 40 million events
spanning 50 months collected using a small (/24) passive network telescope located
in African IP space. This research presents a number of differing ways in which
the data can be analysed ranging from low level protocol based analysis to higher
level analysis at the geopolitical and network topology level. Anomalous traffic
and illustrative anecdotes are explored in detail and highlighted. A discussion re-
lating to bogon traffic observed is also presented. Two novel visualisation tools are
presented, which were developed to aid in the analysis of large network telescope
datasets. The first is a three-dimensional visualisation tool which allows for live,
near-realtime analysis, and the second is a two-dimensional fractal based plotting
scheme which allows for plots of the entire IPv4 address space to be produced,
and manipulated. Using the techniques and tools developed for the analysis of
this dataset, a detailed analysis of traffic recorded as destined for port 445/tcp is
presented. This includes the evaluation of traffic surrounding the outbreak of the
Conficker worm in November 2008. A number of metrics relating to the description
and quantification of network telescope configuration and the resultant traffic cap-
tures are described, the use of which it is hoped will facilitate greater and easier
collaboration among researchers utilising this network security technology. The
research concludes with suggestions relating to other applications of the data and
intelligence that can be extracted from network telescopes, and their use as part of

an organisation’s integrated network security systems.
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Part 1

Introduction



Science fiction does not remain fiction for long.
And certainly not on the Internet.

Vinton Cerf: Co-creator of the TCP/IP Suite

Introduction

N today’s increasingly interconnected world, threats against data and infras-
tructure continue to evolve. This work intends to discuss the identification,
mitigation and defence against such threats within the context of the glob-

ally interconnected network that we have today — the Internet. Organisations
are driven to attain Internet connectivity as a basic tenet of modern operation
— much as the facsimile machine became an essential business tool during the
1980s. This process, however, results in increased exposure of the organisation
and its computing systems to risk. Many of the organisations connecting and
transacting online today also have limited technical support internally, and lack
the ability to be able to employ full-time network and operational security staff;
further exacerbating this risk. With the current trend of outsourcing, off-shoring
and multinational footprints, and consumption of services from and deployment of
solutions into the computational cloud, this risk is multiplied considerably due to
the markedly expanded attack surface provided by the increased number of points
and systems connected to the global Internet. The rise and prevalence of ‘smart’
mobile devices such as highly functional music players and communication devices
— most commonly mobile phones, but also gaming devices, e-book readers and
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tablets — provide alternate paths into an organisation. These often make use of
cellular communications or wireless broadband technologies. In most cases such
devices are able to trivially bypass the traditional bastions of network security in
which near absolute trust is placed — the border firewall. Bill Cheswick’s often
quoted 1990 description of the traditional network security model as “a sort of
crunchy shell around a soft, chewy center” (Cheswick, 1990a), has probably never
been more apt. Considering this model, one can view the current network security
situation as a hard shell that, while still strong, has become increasingly porous,

with the holes becoming larger and more numerous.

1.1 Problem Statement

Over the last ten years, users of the Internet have experienced the devastating
effects of network worms. These include the SQL Slammer (Microsoft, 2002;
CERT/CC, 2003; Moore et al., 2003) and Witty (Shannon and Moore, 2004a; Paxson,
2005) worms that spread at unprecedented speeds; CodeRed (CERT, 2001) and
CodeRed II variant which gained widespread press coverage. The 2003 emergence
of MS Blaster (Schultz, 2003a; Bailey et al., 2005¢) and Welchia (Bailey et al.,
2005¢) — worm and anti-worm were both problematic with many researchers con-
sidering the side effects from the Welchia spread to be worse than the ill effects
experienced due to MS Blaster (Bailey et al., 2005¢). Appendix A contains a more
detailed timeline of these major network events.

In recent years, the differentiation between the computing terms of Virus and
Worm have also blurred, with many instances of what would traditionally be re-
garded as viruses now having a significant level of network awareness and multi-
partite payloads to enable multi-vector spreading. Examples of this are shown by
the Zotob (Schneier, 2005; McGraw, 2007) and SobBig (Levy, 2003; Schultz, 2003b;
Berghel, 2003) virus families which propagated via multiple vectors such as email,
file sharing, peer to peer networks, network shares, and some variants by direct
remote exploit of systems on a network.

With this shift to malicious software (commonly referred to as ‘malware’) becoming
increasingly network aware, we have seen a significant increase in the volumes
and intensity of what can be deemed to be traffic with malicious intent arriving at

Internet hosts. There has been a concurrent increase in the levels of human driven
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scanning and attack activities. The net result is that systems and organisations
exposed to the Internet are facing a greater level of risk than they have before.
At the same time many of the organisations, and even individuals embracing the
new technologies offered by this form of communication, lack the skills required to
suitably secure their systems.

As the number of connected nodes on the Internet has increased since its commer-
cialisation in the early 1990s, the volume of what is often referred to as backscatter
or Internet Background Radiation (IBR) (Pang et al., 2004; Pemberton, 2007; Wus-
trow et al., 2010) traffic has increased. Although this is partially due to what is
probably the result of system misconfiguration, a significant portion of such traffic
can be shown to originate from malicious agents, both programmatic and human in
nature. A detailed discussion of the characteristics and classification of this traffic
can be found in Sections 2.3 and 5.5.

While it is recognised that no automated system can catch every malicious data-
gram entering a network (although the vendors of Intrusion Prevention and Intru-
sion Detection Systems make claims and counter-claims to this effect), solutions
relating to the use of interactive sacrificial systems including honeypots and simu-
lated honey nets, or more controversial techniques such as ‘bait and switch’, bring
about their own set of risks and complications in their operation and deployment
within an organisation’s network. While systems such as these have a definite
value, the techniques and tools presented in this work are designed to function
primarily on data collected using passive, low interaction means. As such it is felt
that the risk for an organisation to deploy such a system, whether as a single node
or as part of a collaborative distributed sensor network, is minimal in comparison
to more interactive methods. This does, however, come at the cost of decreased
access to certain types of data — most notably the payloads of TCP data connections.
The value proposition and trade-off such solutions represent needs to be carefully
evaluated by researchers and organisations contemplating the use of such systems.

1.2 Research Outline

This research has been conducted with the following research objectives in mind:

* The assessment of distributed and collaborative monitoring systems as a

means of early detection, and more importantly as mechanisms to aid in
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the discrimination between background network traffic (backscatter/radia-
tion) and more malicious traffic, and further whether this malicious traffic

is widespread or has targeted a specific organisational network.

¢ The development of suitable tools for the analysis and visualisation of data at
the scale of a global network. By their nature these data sets are very large,
often comprising millions of individual packets or network sensor events.
Image-based analysis is one of the more viable means to produce rapid and

meaningful overviews of the data when utilising datasets of this magnitude.

¢ The final objective is the development of a framework based on the previous
two goals which allows for the easier and more structured application of net-
work telescopes as a part of an organisation’s security strategy. Information
sharing for operational and research purposes is also to be considered.

1.3 Research Method

It is the intention of the researcher to address the research objectives above
through a combination of experimental work to validate hypotheses, and synthe-
sis and discussion around existent research in the fields. The field of network
telescope usage is fairly young, with David Moore’s 2002 presentation at USENIX
(Moore, 2002) being one of the earliest mentions of the practical implementation
and application of the technology. The reports on the SQL Slammer (Moore et al.,
2003) and Witty (Shannon and Moore, 2004b,a) worms were amongst the earliest
published information security research works making use of network telescopes.
Details of the operation and configuration of such sensors was first detailed in the
2004 CAIDA! technical report by Moore et al.. Even some six years on from these
publications, there is still much in the field of Network Telescopes, also known
colloquially as ‘darknets’, that remains loosely defined and open to interpretation.
This research aims to clarify some of these aspects. During the course of conduct-
ing this research, several new tools and methods for analysis were developed and
metrics arrived at. An analysis of the Conficker worm outbreak and spread from
late November 2008 is also presented, as observed on the researcher’s own network
telescope.

ICooperative Association for Internet Data Analysis - http://www.caida.org/
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1.4 Document Structure

This document is comprised of three parts structured as follows:

Part I — Contains introductory material as well as details on the establishment
of a Network Telescope Sensor at Rhodes University and the data collection

process.

* Chapter 2 provides a brief introduction to network security, with a particular
focus on network aware malware, malicious activity and current monitoring

strategies.

¢ Chapter 3 discusses the data sets used in this research, and in particular the
setup of the Rhodes Network Telescope from an organisational and configu-
ration perspective. Details of the data storage and processing framework are

presented.

Part II — Constitutes the bulk of the work, and discusses the analysis process,
tools developed, and the results of the analysis on the collected dataset along
with a case study of the Conficker Worm outbreak.

¢ Chapter 4 introduces the tools and techniques that were utilised and devel-
oped for processing the collected data.

¢ Chapters 5 and 6 present the results of the analysis of the data collected
using the process described in Chapter 3. The methods used are based on
the discussions in Chapter 4. The analysis follows the lines of basic protocol
focussed analysis discussed in Chapter 5, followed by higher level analysis of
related data in Chapter 6.

¢ Chapter 7 presents a detailed case study focused specifically on the spread of
the Conficker worm and the resultant traffic as interpreted via the Network

Telescope data.

Part III — Reflects on the analysis performed in the previous section. Some con-
sideration is given to the application of Network Telescopes in operational
and research roles.
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¢ Chapter 8 builds on the analysis performed in the previous Chapter and pro-
poses a number of base metrics which can be used for describing the network
telescope and enumerating aspects of collected datasets.

¢ Chapter 9 reflects on the preceding four chapters and provides recommenda-
tions for the use of Network Telescope Technologies.

¢ Chapter 10 revisits the research goals as stated in this chapter and reflects
upon the research performed.

The document concludes with a number of Appendices containing supplemental

information. These are referred to within the main body of the text.

1.5 Document Conventions

In the remainder of the document, as a general rule, URLs pertaining to websites,
organisations or software mentioned, are provided as a footnote. The rationale
behind this is to minimise the break in the flow of the document, and to allow
readers quick access to the information, rather than having to look up the relevant
information in the References section of this work. The electronic version of this
document contains click-able hyperlinks for section references as well as all URLS.
Citations in the text body are also hyperlinked to the appropriate entries in the
References section.

Where port numbers are referred to the notation of port number/protocol is used as
in 22/tcp to indicate a connection to port 22 (commonly used for the SSH protocol)
making use of the TCP transport. Similarly IP addresses and networks are cited
by making use of Classless Inter-domain Routing (CIDR) notation (Fuller and Li,
2006). IP Networks are referenced by their address, a / and then the number of
bits that constitute the netmask. Values of /8, /16 and /24 correspond to the older
Class A, B and C networks as described in (Clark, 1985).




The beginning of knowledge is the discovery of something we
do not understand.

Frank Herbert - Science Fiction Author and Writer

Literature Survey

URING the last 25 years, the field of computer networking has emerged and

flourished. The history of the development of this art and science is closely

intertwined with the evolution and development of the ubiquitous global
network — ‘The Internet’. As with any new frontier, it has been filled with potential
and risks. From its initial beginnings as a project funded by the United States of
America’s Defense Advanced Research Projects Agency (DARPA) — itself the result
of man’s entry into space travel, having been formed in 1958 in response to the
launch of Sputnik by the then Soviet Union — the resultant ARPANET has evolved
into the Internet as we know it today. This chapter serves to provide context to the
research and related topics within the scope of the global network.

A brief introduction to the history of Network security is provided in Section 2.1.
The concept of Internet Background Radiation (IBR), or Backscatter, is introduced
in Section 2.2, with a more detailed discussion of its composition in Section 2.3.
Discussions around the need to monitor the IBR and means for doing this are
presented in Section 2.4. An introduction to the conceptual aspects of Network
Telescopes is followed by a taxonomy of the modes of operation in Section 2.5.
Details relating to the actual operation, and some considerations that need to be
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kept in mind when establishing a sensor are provided in Section 2.6. Honeypot and
Honeynet technologies, and their relationships to network telescopes are briefly
addressed in Section 2.7. The Chapter concludes with Section 2.8 providing a brief
overview of some of the related work done using Network Telescopes.

2.1 Evolution of Network Security

Operational Network Security and the closely related field of Network Security re-
search, can probably be traced back to the events surrounding the self propagating
code found on the then fledgling Internet on 2nd November 1988. The incident
became known as the Internet Worm, or Great Worm!, although this was later
renamed the Morris Worm? after its author Robert T Morris Jr, then a student at
Cornell University (Gardner, 1989; Eisenberg et al., 1989). Gene Spafford docu-
mented much of the initial response and subsequent analysis in (Spafford, 1989b).
This was followed by a spate of other research relating to the incident itself, and
the impact on the Internet at large (Highland, 1989; Spafford, 1989a; Denning,
1990).

Many security researchers consider this the ‘Sputnik moment’ that catalysed re-
searchers and administrators to take action to secure, what at that time was
largely an open network. As a direct result of the efforts to remediate the threat
posed by the worm, Carnegie Mellon university established a Computer Emer-
gency Response Team (CERT) with DARPA funding. This organisation later be
came known as CERT/CC? acting as a Co-ordination Center for CERTS around the
world. Other responses to this were the establishment of the Phages Mailing list*,
used to discuss network threats for several years to come. The IETF also published
RFC 1087 entitled Ethics and the Internet (DARPA, 1989).

A detailed history of the evolution of network security is beyond the scope of this
research, and readers are referred to A history of Internet Security (DeNardis, 2007)
and Defense and Detection Strategies against Internet Worms (Nazario, 2003). A

timeline of major worms is shown in Appendix A.

'http://www.catb.org/~esr/jargon/html/G/Great-Worm.html
2http://en.wikipedia.org/wiki/Morris_worm
3http://www.cert.org/

“http://securitydigest.org/phage/
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The relevance of this to network telescopes is that much modern malware is both
network aware, and programmed to actively propagate over the Internet. Network
Telescopes provide a means of observing the propagation (and potentially any at-
tack activity) allowing for detailed characterisation and analysis of these evolving
network threats. Several worms that exploited vulnerabilities in the Microsoft
Windows RPC/DCOM stack (via 445/tcp) are discussed in Chapter 7. Brief mention
is also made of the SQL Slammer and Witty worms in Chapter 5.

2.1.1 Mitigation and Defense

In response to the increasing threat levels experienced by Internet connected hosts,
many organisations operate fairly tight firewalls, filtering, and subsequently re-
jecting significant portions of internet traffic. Yet many of these same organisations
allow for unrestricted outbound communications — as evidenced by the mass of
traffic to 445/tcp after the advent of the Conficker worm. This research proposed
the use of network telescopes, in two complementary roles. The first of these is
to allow researchers to understand the propagation, and provide an early warning
system regarding emerging threats. The second is to apply what can be learned
though the deployment of a network telescope to augment the current security

solutions commonly in place within an organisation.

One of the biggest issues facing both vendors and operators of Intrusion Detection
(IDS) and Intrusion Prevention (IPS ) systems, is the increasing volumes of net-
work traffic. The application of Network telescopes (particularly those offering low
interaction as discussed in Section 2.5) can provide a means of dealing with the
deluge of information.

2.2 Incoming Traffic

The primary advantage of using a network telescope as a means of capturing traf-
fic for analysis over standard methods is that, due to the fact that no legitimate
services are running in this address space, we can assume that all traffic being
seen by the telescope can be classified as a basic level as being both unwanted, and
therefore potentially hostile.
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Working on the basis of above classifications, we are able to focus on the varied
attributes of the data, rather than having to first perform the somewhat involved
separation of legitimate traffic as would be required if data was being collected
from a ’live’ or production network or host. For the purposes of this paper, all
this traffic will be processed together and no further differentiation will be made,
although this separation (and the process in order to achieve this) may form the

basis of future work.

Traffic originating from Internet hosts and arriving at a network telescope can be

classified as one of the following three broad categories:

* BACKSCATTER - Traffic resulting as the monitored address space being used
for spoofing elsewhere, most often as decoy scans (Komarnitsky, 2000; Pouget
et al., 2008; Lyon, 2009), as Denial of Service (DoS) attacks, or as a result of
misconfigured hosts. This traffic consists primarily of certain classes of ICMP
traffic and of TCP packets with RST (reset) or SYN (synchronise) and ACK
(acknowledgement) flags set.

¢ MISCONFIGURED -This traffic could be classified as partially backscatter, as
well as potential aggressive traffic, and is most often resultant of misconfig-
ured hosts online (Moore et al., 2001; Cooke et al., 2004; Kumar et al., 2005).

* AGGRESSIVE/HOSTILE - The bulk of the observed traffic seen on the network
telescope can be classified as aggressive, or potentially hostile. This includes
the obvious cases of overt network scans - both via ICMP and TCP scanning
and obviously hostile packets with exploit payloads (these only being seen
in the case of UDP based exploits due to its connectionless nature). The
remainder is made up of traffic that can be grouped as being originated by
various automated scanning agents such as Internet Worms and related Mal-
ware (Costa et al., 2005; Zou et al., 2005).

2.3 Traffic Classification

While all traffic received at the network telescope monitoring node can be seen to
be unsolicited, the collected backscatter can be further classified under a number of
categories. Strictly speaking backscatter can be regarded as traffic that is passive,
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and as such distinct from the active traffic recorded on the sensor. The term is,
however, often misused in the sense of referring to all traffic that is not directly
associated with communications of hosts on a network. This section builds on the
view that traffic can be divided into the two broad classes of active and passive.
Further discrimination is performed within these categories.

This classification of and careful discrimination of traffic is important if the data
collected by the telescope is to be used for other purposes such as automated coun-
termeasures, or for feeding into larger security management systems. Without the
discrimination, one risks further prejudicing victims of denial of service attacks
and other networked hosts which have responded to spoofed packets.

An overview of the packet structures for TCP, UDP and ICMP is provided in
Appendix C, which are relevant to the following discussions relating to traffic

classification.

2.3.1 Passive Traffic

Passive traffic can be defined as traffic from which no legitimate response can be
expected from a system’s TCP/IP networking stack when received. As such it is
unlikely that a potential attacker or instance of malware will be able to determine
anything about the target system. The traffic observed can be seen to be the result
of the following types of activities which result in the reflection of traffic from the
originating machines to the telescope sensor. All of these require that the source
address of datagrams be spoofed to be within the IP address range monitored by
the telescope sensor.

* Scanning Activity making use of decoy scans

* Denial of Service or Flooding — this can take the form of ICMP ‘ping floods’
utilising ICMP Type 8, datagrams and potentially generating Type 0 re-
sponses (resulting in a bandwidth consumption of both up and downlink).
TCP SYN floods are also a common means of attempting exhaustion of re-
sources on a target system.

* Misconfiguration — a machine is misconfigured, using the address range
monitored by the telescope, this is most likely to the address field being
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entered incorrectly, either on endpoint systems, or in Network Address Trans-
lation (NAT) gateways.

e Mangled packets — There is an extremely small portion of traffic that is
completely nonsensical and non protocol conformant. The origins of this are
unknown but could be due to hardware or software error.

Reviewing this further and focusing on the three primary IP payloads observed
the following characteristics can be used to classify traffic as passive. The basis on
which these tables were produced was to choose packet configurations that would
not result in a response being sent. This does however assume that there is a direct
open channel of communication between hosts and that a firewall is not in place
that responds to filtering by sending TCP Reset (RST) or ICMP Unreachable (Type
3) datagrams. Also omitted from the following are packet configurations which are
undefined.

Table 2.1 provides a summary of the rules that were used for determining passive
traffic. The BSD Packet Filter (BPF)®? (McCanne and Jacobson, 1993) syntax is
shown as it is the most commonly implemented cross platform packet filtering
language. The use of tcpflags and icmptypes are simple shortcodes for the numeric
byte index into the packets provided by the BPF in the libpcap library in order
to make more semantic sense when constructing filters. It is worth noting that
numeric values are used for the last three items in the ICMP list as they are not
currently supported as shortcode mnemonics in tcpdump®. Numeric codes could,

however, be used for any of the others.

While this class of traffic can be seen to be threatening to the network in its own
right, it could have other negative consequences, particularly in terms of organ-
isational risk to reputation. Alternately it could manifest as a trigger for some
kind of strike-back in the event of spoofed addressing. This strike-back could be
in the form of malicious attacks (as discussed in Aggressive Network Self Defense
(Mullen, 2005)), publication in RBL” abuse listings (such as SpamHaus XBL8), or
collaborative filtering projects such as Dshield®.

Shttp://www.tcpdump.org/

6As of tcpdump version 3.9.8 and libpcap version 0.9.8 (FreeBSD 7.0-RELEASE)
"Real-time Block List - commonly also referred to DNS Block Lists
8http://www.spamhaus.org/xbl/

Snttp://www.dshield.org/
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Table 2.1: Passive Packet Configurations

TCP
Flag \ Name \ BPF Syntax
| RST \ Reset \ tcpltcpflags]=tcp-rst
ICMP
Type | Code | Name \ BPF Syntax
0 0 Echo Reply icmp[icmptypel=icmp-echoreply
3 any | Destination Unreachable icmp[icmptypel=icmp-unreach
4 0 Source Quench icmp [icmptypel=icmp-sourcequench
11 any Time to Live Exceeded icmp[icmptypel =icmp-timxceed
12 | any Parameter problem icmp [icmptype] =icmp-paramprob
13 0 Timestamp reply icmp[icmptypel=icmp-tstampreply
16 0 Information reply icmp[icmptypel=icmp-ireqreply
18 0 Address mask reply icmp[icmptypel =maskreply.
31 Datagram conversion error icmp[icmptype] =31
34 IPv6 I-am-here icmp[icmptype]l =34
36 Mobile registration reply icmp [icmptypel =36

2.3.2 Active Traffic

Active traffic is defined as traffic which is expected to elicit a response of some kind
when processed by a target system’s TCP/IP stack. A summary of the primary
active traffic configurations for TCP and ICMP can be seen in Table 2.2. The TCP
scanning techniques attempt to elicit either a RST packet in response from posts
not listening, or a packet as part of phase 2 of the TCP 3-way handshake (Postel,
1981d) to result in a SYN+ACK packet in case of SYN scanning on ports that are
listening. The ICMP types discussed all elicit response of the types detailed in
Table 2.1, with ICMP commonly making use of request and response type pairing
such as that used by the echo functionality utilised by ‘ping’. This is by no means an
exhaustive list of possible scanning techniques, but represents the most common
options offered by scanning tools such as Nmap!®. Related work on the responses
able to be elicited from remote hosts running various operating systems has been
presented in Irwin (2009). This work presented means of being able to identify
remote host operating system families though the use of a single packet. Further
details on advanced aspects of ICMP scanning can be found in (Arkin, 2000).

Ohttp://www.nmap.org/
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TCP
Flags Name BPF Syntax
NONE NULL Scan tepltepflags]=0
FIN FIN Scan tepltepflags]=tcp-fin
SYN SYN Scan tepltepflags]=tcp-syn
PSH PSH Scan tcpltepflags]=tcp-psh
URG URG Scan tcpltepflags]=tcp-urg
URG\PSH\FIN tcpltepflags]=
tep-urgtcep-psh&tcep-fin
PSH\FIN XMAS’ Scan tcpltepflags]=tcp-psh&tcp-fin
URG\FIN Variations tcpltepflags]=tcp-urg&tcp-fin
URG\PSH tepltepflags]=tcp-urg&tcp-psh
ICMP
Type Name BPF Syntax
8 Echo request (ping) icmp [icmptypel =icmp-echoreq
13 Timestamp icmp [icmptypel=icmp-tstamp
16 Information request icmp[icmptypel=icmp-ireq
18 Address mask request icmp[icmptypel=maskreq
30 Traceroute icmp[icmptype]l =30
33 IPv6 where-are-you icmp [icmptype] =34
35 Mobile Registration Req icmp [icmptype]l =36
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2.3.3 Other Traffic

Other than the two classes of traffic mentioned above there still remains a portion
of traffic which cannot be classified with certainty as being definitely active or
passive without further context based analysis. The major constituent of this is
TCP transfer traffic, that appears to be part of an established session, and as such
has the acknowledgement (ACK) flag set. Of the TCP traffic with this flag set,
probably the most contentious portion is packets containing both the synchronise
and acknowledgement flags - so called SYN+ACK packets. These packets have long
been used as a means of trying to subvert firewall and IDS rules when scanning by
tools such as Nmap. They can also be used in the active determination of remote
operating systems.

The scenario where they may actually constitute random scatter is when they are
being sent in response to SYN packets with forged IP source addresses within the
monitored network range. In such cases the resultant packet is simply following
the second step of the TCP 3-way handshake (Postel, 1981d; Stevens, 1993). This
can be as the result of a misconfigured device connecting or, more likely, that the
monitored network address range is being spoofed as part of a scanning decoy or
denial of service attack. Packets appearing with only the ACK flag, could also be
used as means of scanning to determine the filtering state of a TCP port (such as
by using the -sA option to Nmap!!). A network telescope should not observe traffic
of this type resulting from any kind of normal communications. Consequently TCP
packets with the ACK flag set cannot be easily classified, although those containing
SYN+ACK are more likely to be reflected traffic due to source address spoofing. A
detailed discussion of network scanning techniques can be found in Nmap Network
Scanning (Lyon, 2009).

UDP traffic also forms a component of this traffic that is difficult to classify. Since
it is stateless by design (Postel, 1980), no initiation or response can be inferred
from the packet headers, necessitating deeper inspection of the payloads. What
has been observed is that UDP datagrams to the high ephemeral port ranges tend
to be traceroute packets, DNS responses or vagrant traffic from P2P file sharing
applications. By contrast those targeted to lower order ports tend to be malicious
such as in the case of those used by the SQL Slammer worm and the Winpopup
messages described in Sections 5.2.2 and 5.3.3 respectively. UDP packets directed

1A good overview of supported scanning methods can be found at http://nmap.org/book/
man-port-scanning-techniques.html
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to ports with no service listening, are likely to result in an ICMP Type 3.3 (Port
Unreachable) message being generated. Listening services may return a UDP
datagram, depending on the service, and whether the Initial packet used to probe,
contained a valid payload in the context of the service.

Similarly ICMP Type 3 messages with codes 0,1,2,6,7,9,10,11 and 12 can also
be emitted by routing equipment, or other devices performing network filtering,
which may indicate the port is filtered. This information can be used for scanning,

enumeration and reconnaissance of vulnerable services.

In order to be able to accurately determine the intention of UDP traffic, a re-
searcher would need to perform analysis on the payloads contained within the
datagram. Some of this has been performed in Sections 5.2.2 and 5.3.3.

2.4 The case for monitoring

In order to be able to understand and react to emerging threats, information se-
curity researchers both in academia and at security vendors first need to be able
to isolate and study both the behaviours of the actual binary files associated, but
also the behavioural aspects relating to the global network — the Internet. While
security vendors in particular have a number of ways in which samples of potential
and emerging threats are collected, and other projects such as VirusTotal'?, provide
a means for other researchers to submit data, these lack any means of assessing the
impact on the network, rather being utilised (and specialised) towards the analysis
of the underlying malware.

2.4.1 Passive Monitoring

Building on the need to perform network monitoring, one can refine the concept.
The first of the two biggest issues with traditional monitoring schemes is the prob-
lem of having to differentiate between legitimate or production traffic and that
which is not intended. The second issue is dealing with the increasing volume of

traffic on modern networks.

P2http://www.virustotal.com/
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The application of network telescopes to the monitoring issues above can in some
ways mitigate the growing challenges. This can be achieved, by monitoring only
the traffic that is not part of production traffic, and therefore already potentially
suspect. Systems such as those described in this document that do not emit any
response are very difficult if not impossible for remote persons to differentiate from
unallocated address space, with no hosts listening.

2.4.2 Distributed Monitoring

The principle of monitoring networks can be extended to implement distributed
monitoring. This is one of the main arguments behind the greynet variant of
Network Telescopes, where multiple smaller sensors are used, or alternaltey a sin-
gle sensor has multiple smaller address allocations to monitor. If an organisation
has larger address space, or is lucky enough to have numerically non-contiguous
address space (such as at multiple geographically dispersed offices), distributed
monitoring makes sense. This monitoring can either be passive as described above,
or possibly offer higher levels of interaction as introduced in the Telescope Taxon-
omy section following. One advantage of distributed monitoring is that even with
relatively small allocations, one has a higher likelihood of observing events of inter-
est. This is especially true if the address blocks being monitored are numerically
dispersed. An example of the advantage given by distributed monitoring is given
in Section 7.4.

2.5 Telescope Taxonomy

While the concept of a network telescope has been discussed since 2000 (Moore,
2002; Nazario, 2003), there are varying definitions as to what exactly the concept
means. The following draws together three primary classes of systems that fall
under the umbrella term of a network telescope, each category being regarded
as progressively more interactive or ‘live’. The logical progression of increasingly
interactive monitoring is the use of honeypot and honeynet systems as discussed
in Section 2.7.
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2.5.1 Darknets, Blackholes and Sinks

These terms are used to describe a system with no live hosts, that acts as a com-
pletely passive packet sink. This type of network is described as a ‘blackhole’ by
(Cooke et al., 2004; Bailey et al., 2005a; Cooke, 2007). The naming to some extent
relates to the likeness of this form of operation to the astronomical entity which
sucks in all matter and does not emit anything. The term darknet as used by Bailey
et al. (2005b); Ford et al. (2006); Cooke (2007); Sinha et al. (2007); Oberheide et al.
(2007) and Oberheide et al. (2007), itself stems from the fact that the network block
is not populated by live systems (other than possibly the capture system) and hence
is ‘dark’. These terms along with ‘sink’ are most commonly used interchangeably
with that of ‘network telescope’, and refer to the type of sensor implementation
used in this research, the setup of which is described in Chapter 3.

The term darknet!® is also used in the mainstream media in a more pejorative
sense, referring to hidden distribution networks, or means of distributing illicit
content. This widespread acceptance followed the publication of The Darknet and
the Future of Content Distribution (Biddle et al., 2002). This terminology has now
become used with in the Digital Rights Management(DRM) research space as well
such as in Bethencourt et al. (2007).

2.5.2 Dimnets

While no canonical definition of this term exists, this form of telescope would ap-
pear from mention in mailing lists and other discussions to be an implementation
of a network telescope where the IP network address block is sparsely populated
by live systems (conceptualised as being ‘on’ or ‘light’). Hence the network could
appear to be dimly lit from an ‘illumination’ perspective. This term could be used to
describe the network telescope operated by CAIDA (2005; 2006; 2007) since there
are some active hosts on the /8 network address block. Other Telescopes using very
large address spaces are likely to fall into this category. Traffic from active hosts
is either stripped out from captures as part of post-processing, or the subnets in
which these hosts reside are excluded from the capture.

13http://en.wikipedia.org/wiki/Darknet_(file_sharing)
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2.5.3 Greynets

This term seems to have also developed a pejorative connotation in popular under-
standing, being associated with botnets and other malware command and control
(C&C) channels'. In the context of network telescopes, the term was coined by
Harrop and Armitage (2005a,b). Their definition of the term is (Harrop and Ar-
mitage, 2005b, p1):

Greynets are collections of non-contiguous blocks of IP addresses that
are ‘dark’ in the classical darknet sense, but interspersed between
groups of ‘lit’ IP addresses.

This can be extended to be understood to be the use of smaller ‘shards’ of IP ad-
dress space, rather than the traditional telescope implementation where Larger
contiguous blocks (usually of size /16 or greater) are used. The IETF has published
an informational note in RFC 6018 (Baker et al., 2010a) detailing the application
of these to both IPv4 and IPv6 address space.

Alternately, continuing with the concept of a dimnet above, it can be understood to
be a network telescope which has a higher proportion of live hosts such as in the
case where a small percentage of spare operational address space in a data centre is
being used for monitoring. Greynets could also used to describe a telescope running
a low level of interaction in order to capture more traffic than would otherwise be
possible using traditional capture configurations. The most likely type of low inter-
action activity would be an implementation of a TCP SYN/ACK response spoofer.
Such a system allows for the completion of the TCP 3-way handshake after which
data payloads can be seen, something not possible on a completely passive sensor.
This shortcoming of traditional telescope operation is discussed in detail in Section
3.2, and in the Chapters constituting Part II of this work. While technically this
could be considered to be an active sensor, the extremely low level of interaction
allows it to be included here.

2.6 Network telescopes

The concept of Network Telescopes as a means of monitoring activity on the In-
ternet at large, has developed progressively since early 2000. They have become

Y4http://en.wikipedia.org/wiki/Greynet
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increasingly popular over recent years as seen in Section 2.8 and are on occasion
referred to via other terms such as darknets. The taxonomy of terms is discussed

in Section 2.5 above.

In essence a network telescope is a passive sensor system that collects incoming
traffic or ‘radiation’ from the Internet. This radiation is constituted from multiple
source systems and traffic types. The analysis of this collected data can provide
useful insight into the operation of the Internet, or even particular events such
as worms or distributed denial of service (DDoS) attacks. Over the last few years
researchers have focussed on using telescopes for DDoS analysis as discussed in
Moore et al. (2001). Data collected has been successfully utilised for worm analysis,
particularly that of Code Red (the first worm observed on a Network Telescope)
(CERT, 2001; Moore and Shannon, 2001; Moore et al., 2002); and Witty (Shannon
and Moore, 2004a,b; Kumar et al., 2005).

In the case of Kumar et al. (2005) the researchers were able to perform detailed
analysis of the Witty worm based on the traffic observed, to the extent of evalu-
ating the number of physical drives present in infected systems and the probable
identification of ‘patient zero’. This was achieved through the analysis of data
collected by a network telescope.

There is a small portion of other traffic (observed to be less than 1%) that makes up
the collected total. These packets have no obvious purpose and generally consists of
datagrams with strange and non protocol conformant values. Currently very little
research has been done on this type of traffic. A review of some of the anomalous
traffic observed in this research is reported in Chapters 5 and 6.

The operation of a network telescope requires careful planning involving the sys-
tem operator, the potential data users, and the host organisation. The simplest
telescope can be constructed from a system with a single network interface card
and relatively low CPU specifications. The design of a basic telescope is illustrated
in Figure 2.1. In this configuration, the router routes an assigned block of ad-
dresses to the telescope system. Possibly the most significant consideration from a
hardware perspective is to provide sufficient disk storage for captured data on the

telescope system.
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Figure 2.1: Basic Network Telescope

2.6.1 Disk space

Consideration needs to be made when sizing the storage of the telescope system.
For long term storage, data is generally best kept on a system other than the
operational telescope sensor itself. The volume of system storage is dependent
on a number of factors, the most important being the anticipated volume of traffic
in terms of the rate of arrival: how much data is to be to be logged per packet and
the size of the network block being monitored by the telescope.

Average packet rates vary between 1 213 packets per hour!® on a small (/24 sized
telescope) to several million on a larger telescope such as that used by the CAIDA
project (Shannon et al., 2005, 2006, 2007). A more accurate calculation should be
based on the packet rate per IP and the average packet size. The average size of
the 40 million packets recorded on the Rhodes telescope is 102 bytes. Packets are
recorded as observed ‘on the wire’, thus including the Ethernet level headers as
the datagrams are routed to this system over an Ethernet network. As discussed
in Section 5.4, the observed average is biased toward smaller packets resulting
from the high proportion of TCP connection attempts observed, particularly fol-
lowing the advent of the Conficker worm in November 2008. The average size of
packets recorded prior to this outbreak was 126 bytes. By virtue of the fact that a
network telescope operates in a passive mode, one would not expect to see many
packets with large payloads, other than UDP and ICMP datagrams which tend to
be less prevalent than TCP. Payloads are possible for these two protocols, since
no handshake or connection setup is required. Despite the lack of a capability to

15This is as averaged over the entire 50 month capture period.
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Listing 1 Telescope Storage Sizing
Storageintervai= (Packet Rate x AvgPacketSize) x TelescopeSize
Storageioiq = Storage;pierva X IntervalCount

complete the necessary 3-way handshake, vagrant TCP datagrams are occasionally
observed, complete with payloads.

While the above provides a guideline, one may also need to factor in the overhead
imposed by the capture storage mechanism. A safe baseline to work on is to as-
sume that packet sizes captured will most likely have a maximum of 1 500 bytes,
based on the maximum MTU for IP packets on most Ethernet networks. Although
particularly unlikely in the context of a network telescope, which is not intended
to observe packets with payload as part of its normal operations, it serves as a
value that is likely to cater for a worst case scenario. This sizing will also allow for
some headroom should the packet rate assumption be incorrect. Modern hard-disk
based storage is relatively inexpensive, and the price per megabyte has continued
to drop over recent years. Regular rotation and archiving of packet captures on
the operational system and migration to a long term data-store should also ensure
that the storage resources are not exhausted.

Observed rates per monitored IP address averaged at four packets per IP per hour,
but spikes in excess of 9 000 have been observed. Using the algorithm detailed in
Listing 1 a rough estimate of sizing can be made, dependant on the period data is
intended to remain on the collector device. It is recommended that the resultant
value be rounded up to the next largest drive size to allow for some growth and
flexibility. This calculation assumes that a completely passive telescope will be
used and as such the majority of packets will be small (typically <64 bytes). Should
a telescope with a higher level of interactivity be used, packet sizing and rates may
need to be adjusted accordingly. An example of sizing for a passive telescope as
described is provided in Listing 2.

The actual bandwidth available to the telescope should also be considered when
making sizing decisions as the bandwidth itself may limit the volume of data that
can be captured. While this may not be a serious consideration in first world
networks, in the developing world where links in the sub 2Mbit range are common,
congestion could be a problem (Wei and Mirkovic, 2008; Wustrow et al., 2010).
This is particularly important when a new telescope is being established, with
additional network address space being allocated to an organisation. Reusing
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Listing 2 Example Telescope Sizing
This example makes the following assumptions:

¢ That a telescope will be established using the upper half of a class C address
block that an organisation has available, providing 127 addresses (since the
broadcast address cannot be used).

¢ Packet size is determined to be AvgPacketSize = 1500bytes.
¢ Packet Arrival rate will be 10 Packets/IP/Hour.

* The interval period is one hour.

Therefore the storage required per Interval can be calculated as:
Storagentervar = (10 X 1500) x 127 = 1905000bytes = 1860K byte

If a /16 telescope is used, even with AvgPacketSize = 150bytes, the requirements
increase significantly:
Storageintervar = (10 X 150) x 65535 = 98302500bytes = 93.7Mbyte

If a week of data is required to be stored (168 hour intervals) in the case of the
larger system
Storageorq = 93.7 X 168 = 15.37Gbyte/W eek

This can be reduced to « 3.84 Gbyte/W eek when compressed using 1zop.

Factoring in compression this could be reduced by between 75-85% giving a storage
sizing of 3.8-2.3Gbyte per week, dependant on payloads and compression algo-
rithm. Extrapolating this to a year would result in storage needs for compressed
data of approximately 200 Gigabytes, assuming the packets were of this size. Siz-
ings would increase significantly if systems with higher levels of interaction were
used, as these would complete the TCP three-way handshake, increasing both the
packet count, and the potential for capturing packets containing payloads.




2.6. NETWORK TELESCOPES 25

(a) Traffic by Day

(b) Traffic by Week

Figure 2.2: Example traffic graphs for the researcher’s network telescope

address space already allocated to an organisation is likely to have a minimal
impact in bandwidth utilisation (in the case of a passive monitoring solution) as
the traffic now destined to the telescope has already been traversing the upstream
link. Further bandwidth may have been consumed due to the traffic destined
for unallocated address space being discarded by the border router as unroutable,
which in itself may have resulted in ICMP error messages of Types 3 (Unreachable)
or 11 (TTL exceeded) being sent back out onto the Internet. Example traffic graphs
of the researcher’s telescope system are shown in Figure 2.2. showing the fairly
consistent level of traffic received.

2.6.2 Logging

The choice of what to log on the telescope system also has a strong bearing on
the disk sizing already discussed. Current recommendations are to record the
entire packet as observed ‘on the wire’ as this allows for the most flexibility in
future research utilising the collected data. In some situations it may be worth
only recording packet information such as source and destination systems and port
information. This can be captured using only the first 64 bytes of an IP datagram,
and still have some space available for payload content where applicable. Specific
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clean-up can be done as post processing or with independent protocol specific cap-
ture streams. Certain high volume environments, such as the telescope operated by
the University of Wisconsin, only captures every 10" packet (Kumar et al., 2005).
Such action is useful for trend analysis, but has shortcomings if specific scanning
techniques are wanting to be studied such as in the work done by van Riel and
Irwin (2006a) and Barnett and Irwin (2008).

Care should also be taken relating to time and time zones. System time should
be kept as close to ‘true’ as possibly using solutions such as NTP, with suitable
upstream servers. The choice of time zone that a system may reside in can also
be important, particularly in areas where daylight saving time is used, as this
could result in certain hours ‘doubling up’. Where possible such changes should be
noted. One approach in such situations is to set the system to UTC/GMT, rather
than to a local time zone. Whatever approach is decided on, it is important that it
is suitably documented, and communicated to others that may use the datasets.
The circadian traffic patterns discussed in Sections 6.2 and 7.2 rely on having
correct time zone information, particularly when wanting to perform adjustments
to timestamps based on geolocation of source countries or cities.

Once matching packets have been captured to file, these can in most cases effi-
ciently be compressed for archiving. This operation is usually performed as part of
the rotation and subsequent compressions of the capture files after a given interval.
The interval selected for rotation is likely to be dependant on traffic volumes, or
based on common temporal intervals such as daily, weekly or monthly. Certain high
volume nodes may want to rotate data logs hourly, such as done with the datasets
produced by the CAIDA telescope (Moore et al., 2004), or even more frequently if
needed. Telescopes monitoring large (>/24 sized) netblocks, may also use separate
capture files to divide up the network address space being monitored. Common
compression utilities used are gzip'® and bzip2!” which are present on most Unix-
like systems. The CAIDA project uses the 1zma compression as implemented in the
1zop'® and 7zip!? utilities, the latter providing convenient cross-platform support.
One advantage of this compression algorithm is that while not offering the best
overall compression ratio, the trade-off is that operations to compress and decom-

press files are quite quick.

Bhttp://www.gzip.org/
http://bzip.org/
Bhttp://www.lzop.org/
Bhttp://www.7-zip.org/
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Table 2.3: Timing of Compression Algorithms

Tool | Timecompress(s) | % Size decrease | Timegecompress(S)
gzip 18.916 81.10 3.588
bzip2 122.562 82.50 31.995
lzop 2.395 77.20 3.617

The system used was a Intel Pentium 4 3.2 Ghz CPU with hyper-threading disabled, 1Gig
DDR Ram, and 2x320Gig SATA 7200rpm drives. libpcap files of 256 MB were used for
testing. Average results reported.

Timing results obtained from compressing sample pcap files using these three utili-
ties are shown in Table 2.3. From these results it is evident that there is a trade-off
between compression ratio, in which case bzip2 is appropriate, and speed both for
compression and decompression, for which 1zop performs best. The gzip algorithm
performs well and is widely supported across a number of platforms. The difference
in compression between 1zop and gzip may be small, but on large datasets can prove
significant over time. It is also recommended that suitable cryptographic hashes
such as as those from the MD?® and SHA?! families be applied to the data files and
logged to ensure their integrity when processing in the future. These checksums
can be generated using specific utilities present on most unix platforms, or using

the cross-platform OpenSSL cryptographic toolkit?2.

2.6.3 Security

There may be some security concerns within an organisation when a network
telescope is established. Section 3.2 discusses some of the specific issues that the
researcher had in establishing the network telescope at Rhodes University. The
security risks of adding a telescope monitoring system to a network are less than

that of adding any standard Internet facing service for a number of reasons:

Reduced attack surface — The ideal behind a passive telescope implementation
is that it will not respond to any incoming traffic. While there may be the
need for some administrative traffic, this could either be tightly firewalled,
or preferably routed via a second dedicated administrative interface. A sys-
tem level firewall or packet filter should be employed to ensure that no re-

sponses to incoming traffic are generated. Alternatively, hardware solutions

nttp://en.wikipedia.org/wiki/MD5
2lnttp://en.wikipedia.org/wiki/SHA
Znttp://www.openssl.org/
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are available in the form of various specialised network taps or appropriately
configured switch ports which ensure that the network is read only. This is in
contrast to a standard host which is offering active services to the Internet.
Putting these measures in place is important in ensuring that the telescope
remains passive. Appropriate changes will be requires if higher levels of
interactivity are to be implemented.

Denial of Service — Concerns relating to the possibility of denial of service
against the telescope system can also be addressed. Since the system is
configured to not respond to any incoming traffic there is no real difference
between the system logging traffic, and then discarding it, and the outer gate-
way discarding it, due to the address space being unallocated. Depending on
how the border router is configured, it may not even be possible to determine
remotely that there is any difference, if no ICMP Type 3 or 11 datagrams
are emitted when traffic is discarded. There is also a very low likelihood of
attracting specifically targeted attacks since in the case of a passive sensor, it
does not actively partake in any Internet communication. Should any infor-
mation be published publicly relating to the telescope, care should be taken
to suitably anonymise or redact information. This is important to ensure that
the address space used is not targeted in the future, potentially resulting in
undue bias in the data collected.

Vulnerability to Malware — A telescope system on its own is probably less vul-
nerable to malware and exploitation than any other Internet facing system.
Care should, however, be taken if an Intrusion Detection System (IDS) is be-
ing run on the platform as well as there are well documented cases of passive
infection of monitoring devices, particularly with the Witty Worm (Shannon
and Moore, 2004a; Paxson, 2005; Kumar et al., 2005) which exploited a buffer
vulnerability in the decoding of ICQ packets in ISS security software (eEye
Digital Security, 2004). Exploits for Snort (Roberts, 2003; Internet Secu-
rity Systems, 2003), tcpdump (The Electronic Souls Crew, 2002; SecuriTeam,
2003, 2005) and WireShark protocol decoders (SecuriTeam, 2007, 2008; VU-
PEN Security, 2010) have also been published. Operators should ensure that
systems are suitably patched. Appropriate firewall rules on the capture inter-
face can also aid in the mitigation of potential threats. Care also needs to be
taken when processing datagrams, as these may potentially contain exploit
code in the packet payloads such as in the case of the SQL Slammer worm.
Antivirus scanners on systems being used for analysis should be suitably
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configured so so as not to interfere with capture files containing potentially
hostile code.

Bearing the above in mind, a correctly configured system should prove an asset to
an organisation’s Information Security toolset, rather than a liability. The appli-
cation of a network telescope in both research and operational roles is discussed
in Chapter 9. Some potential threats to passive sensors are discussed in Shinoda
et al. (2005).

2.7 Honeynets

High interaction data collection systems such as honeynets are beyond the scope
of this research, A discussion is included here for completeness sake, as they can
be used to complement a network telescope, particularly if a researcher is trying to

23 was proposed in 1999 by

isolate samples of malware. The concept of a ‘honeynet
Lance Spitzner in his paper To Build a Honeypot (Spitzner, 1999) as an extension
of the already established concept of running honeypot systems, describing the
extension as a means of emulating an entire collection of vulnerable systems, or a

simulated network.

A honeypot is a closely monitored sacrificial system that is placed on a network
with the intention that it is to be available for compromise. The use of such systems
allows for potential early detection of automated malware propagation. The second
and possibly more prevalent use of such systems is to allow for the monitoring and
analysis of live intrusions in order to understand both how exploitation techniques
evolve and to gain understanding of the exploits and toolchaines used by intrud-
ers. While the name itself has only recently been in widespread use, the concept
of inspecting an intruder’s moves has been documented as far back as 1989 in
the Cuckoo’s Egg (Stoll, 1989) and the following year in An Evening with Berferd
(Cheswick, 1990b). The new replay techniques available in modern virtualization
systems such as Vmware potentially allow for even more detailed replay analysis
of exploitation.

Honeynets are an extension of a single honeypot system, which can operate ei-
ther as a collection of such systems, or specialised software such as honeyd?* and

23http://honeynet.org/
Ynttp://www.honeyd.org/
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nepenthes? which allows for the emulation of entire virtualised networks.

The fundamental difference between the use of Honeynets and honeypot systems
and the network telescope is that by their design they are an active technology
and as such they can be detected, and some Malware has active defences against
such systems (Chen et al., 2008; Sun et al., 2008). While honeynets are worth
mentioning in the context of network monitoring, they are outside the scope of this
research. The reader is referred to the following for further detail: Spitzner (1999);
Provos (2004); Anagnostakis et al. (2005); Andreolini et al. (2005); Portokalidis and
Bos (2007); Vanderavero et al. (2008)

An excellent detailed instructive document on setting up a full featured honeynet
system using the nepenthes medium interaction software, to capture and process
malware can be found in the report provided by Beck et al. (2007).

2.8 Related Work on Network Telescopes

A growing body of material has been published relating to the use and applications
of Network Telescopes as research tools. While by no means an exhaustive list,
this section highlights some of the major areas in which this research tool has
been applied, and relevant publications resulting from this. Specific examples are
referred to in the remainder of the text in the context of the network telescope data

under discussion.

2.8.1 Distributed Denial of Service (DDoS)

The backscatter datasets provided by CAIDA (Shannon et al., 2005, 2006, 2007) are
the best examples available. Notable work published utilising network telescopes
for understanding this type of traffic are Moore et al. (2001); Stavrou et al. (2005);
Zou et al. (2006a); Kompella et al. (2007); Pouget et al. (2008).

Zhttp://ostatic.com/nepenthes/
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2.8.2 Malware Characterisation

Network telescopes have been used successfully to characterise malware distribu-
tion, and propagation. The analysis of the traffic generated by the Witty worm
(Shannon and Moore, 2004a; Weaver et al., 2004; Shannon and Moore, 2004b;
Paxson, 2005), the work by Kumar et al. (2005) is probably the most successful
analysis to date. CodeRed ahas also been analysed in Moore and Shannon (2001);
Cai et al. (2007); Moore et al. (2002); Castaneda et al. (2004) . More recently data
collected on network telescopes has been used by researchers in gaining a greater
understanding of the Conficker Worm (Hick et al., 2009; Aben, 2009; Irwin, 2010).
This worm is studied in detail from the perspective of the traffic recorded on the
researcher’s own network telescope in Chapter 7.

More generic network aware malware has also utilised data from network tele-
scopes as in Harder et al. (2006); Hu et al. (2007); Pouget et al. (2008); Vanderavero
et al. (2008).

2.8.3 Network Traffic Characterisation

The final category where network telescope sensors have been applied is in gaining
a better understanding of the total traffic that is received by a sensor. The seminal
work in this regard is by Pang et al. (2004), with the recent update to this work by
Wustrow et al. (2010) providing valuable insight. Other notable publications in this
are are Moore (2002); Cooke et al. (2004); Harrop and Armitage (2005b,a); Harder
et al. (2006); Pemberton (2007); Vanderavero et al. (2008); Irwin et al. (2007); Bar-
nett and Irwin (2008). The researchers own work in this regard has been referred
to in the body of the this document, primarily in the chapters constituting the
analysis portion of the study.

2.9 Summary

This chapter has introduced core concepts relating to network telescopes that will
form the basis of later discussion. Evidence has been given as to the varied modes
of application for the data collected by a network telescope, in addition to the dif-
ferent ways in which a network telescope can actually be implemented. The next



2.9. SUMMARY 32

chapter reports on the establishment of the researchers own network telescope,
and the surrounding infrastructure required for its operation. The datasets used

in the remainder of the study are described.




It is a capital mistake to theorize before one has data.

Sir Arthur Conan Doyle in Sherlock Holmes

Data Collection

HIS chapter contains further information on the datasets used as the basis
for the analysis discussed in Chapters 5 and 7. During the course of this
research a number of different datasets were used. The primary source of

data was collected using the researcher’s own systems. The second major source
of data used (although more for validating the tools developed — as described in
Chapter 4) were samples taken from data sets made available by the Cooperative
Association for Internet Data Analysis (CAIDA) Telescope Project! (Moore et al.,
2004; Shannon et al., 2005, 2006, 2007), located at the University of California San
Diego (UCSD) Supercomputing Centre in the United States of America.

The chapter opens with a discussion of the datasets used in the research. Section
3.2 discusses in detail the issues surrounding the establishment of the Rhodes Uni-
versity Network Telescope (RU-TELESCOPE) and the design of this data collection
network. An overview of the CAIDA sensor and related datasets is presented in
Section 3.3. A discussion of other datasets evaluated is presented in Section 3.4,
followed by a description of the data storage methods used in this research project

in Section 3.5.

http://www.caida.org/
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3.1 Data Sources

The principle dataset used in this research was collected from the smaller network
telescope established by the researcher in August 2005 which, in the period under
study culminating at the end of September 2009, had captured just over 40 million
packets. As a comparison, this volume of traffic was present in four hours of traffic
from the CAIDA project collected on the 28th of February 2008 (Shannon et al.,
2007). The telescope operated by the researcher was t-th the size (equivalent
to ~0.001525%) of the sensor used by the CAIDA project, consisting of a single
/24 network block rather than the /8 used by CAIDA researchers. Conventional
wisdom relating to the sizing of network telescopes (Pang et al., 2004; Goebel et al.,
2007; Wustrow et al., 2010) has agreed that a large address space is needed in order
to obtain meaningful data but, as discussed in the following chapters, comparable
results to research done on larger sensors have been achieved on a much smaller
scale using the writer’s own monitoring system, albeit with the use of a signifi-
cantly longer temporal baseline. The datasets of significance utilised in conducting

this research are:

RU-Telescope: Data collected by the researcher provided the primary source used
for the analysis work performed in this project. This dataset comprises over
40 million individual events and spans a period of 50 months from August
2005 to September 2009. It is referred to in this document as the RUSCOPE1
set. This is a completely passive telescope comprising a single contiguous,
independently routed /24 network block within the larger allocation of the
South African Tertiary Education Network (TENET)?2. Details of the setup
and collection of this data are discussed in Section 3.2. As far as the writer
is aware, this is the first operational network telescope to be established in
Africa and is one of the longest continuously recorded datasets available. In
August 2009 a second /24 netblock from the University’s own primary net-
work allocation was added to the monitoring system for comparative analysis
in the future (RUSCOPEZ2). The overlap in data between these datasets was
too small to warrant inclusion of a detailed analysis in this report.

The work in this study deals exclusively with traffic received using IP version
4 addressing. An IP version 6 network telescope was operated for a period of

2TENET is the Tertiary Education Network which provides Internet connectivity for all higher
education and research facilities in South Africa. Further details can be found at http://www.
tenet.ac.za/.
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18 months using a /48 address block. During this time the only traffic received
were the probes sent by the researcher to ensure it was still operational. It
is believed that telescopes implemented using IPv6 address space will be of

limited value, until there is a significantly higher global adoption.

CAIDA-Backscatter: Several samples of data overlapping the time period of the
RU-TELESCOPE were obtained from the CAIDA project archives. These
datasets come from a large network telescope operated at the University of
California San Diego (UCSD) which is capturing a significant portion of their
/8 (traditional Class A) allocation. Parts of this network are used for produc-
tion traffic, so it is not a true blackhole sensor as discussed in Section 2.5, as
further filtering is done (Moore et al., 2004) to remove active scans and probes,
publishing only the remaining backscatter traffic (as discussed in Section 2.3).
Details of the CAIDA project can be found at http://www.caida.org/. An
overview of this data collection is presented in Section 3.3.

CAIDA-Telescope: Two datasets are available from CAIDA that make use of
their network telescope infrastructure, but contain more data than is present
in the backscatter datasets previously described. The first of these is the Two
days in November 2008 dataset comprising of two days of telescope traffic
recorded by the CAIDA project on the 12th and 19th of November 2008 (Aben
et al., 2008). This data is of interest, as it pre-dates the detection of the
Conficker A worm (discussed in detail in Chapter 7) first identified on the
21st of November 2008. An additional dataset is also available titled Three
Days Of Conficker (Hick et al., 2009), but has not been analysed in detail due
to its large size (69GB). These datasets differ from the backscatter set above
in that they comprise all traffic as recorded by the /8 UCSD sensor, other than
identified production traffic which has been removed.

DShield/ISC: Data was obtained from the Dshield project® run by the Internet
Storm Center (ISC)*. Extracts were obtained covering the time periods under
investigation. The data on Dshield.org originates from volunteers who report
scanning and other malicious activity against production systems — usually
gathered from firewall and IDS logs. While not telescope type data, it does
provide a means of evaluating trends in port scanning and traffic ‘hotspots’
from the perspective of a very large, geographically and topologically dis-

3http://www.dshield.org/
“http://isc.sans.edu/
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persed observation base. The collected data was used to correlate general
trends observed in the network telescope datasets used in this research,
and to validate the trends identified in the analysis of the RU-TELESCOPE
dataset.

While the above datasets were invaluable in development and validation of tools,
and data processing techniques, the analysis documented in this study has been
focused on the researcher’s own network telescope data. The analyses presented in
Chapters 5, 6 and 7 focus exclusively on the RUSCOPE1 dataset.

3.2 Rhodes Telescope

The need for a network telescope for the collection of baseline data was identified
by the researcher in April 2005. The decision to collect data was due to the poten-
tial problems accessing the rather large CAIDA repository (discussed in Section
3.3), particularly around Internet bandwidth considerations. At the time only the
CAIDA backscatter data was available, which was perceived to be of somewhat lim-
ited value primarily due to not all traffic being included in the available datasets.
True telescope datasets, in the sense of reporting all traffic received, (as described
in Section 3.1) were only released by CAIDA in mid 2009 (Aben et al., 2008; Hick
et al., 2009).

The primary issue that needed to be resolved from the perspective of the re-
searcher’s institution, was the design and implementation of the telescope collector
system in such a way as to minimise any potential risk to the institution should
there be any compromise of or attack against the telescope system once imple-
mented. The primary concern expressed by the institutional IT staff was for the po-
tential of attracting a Denial of Service (DoS) attack directed against the telescope
system and associated address space, thereby resulting in a potential compromise
of the University’s Internet connectivity. As of the time of writing there have been
no adverse experiences associated with the operation of the network telescope.

The network telescope sensor was comprised of an independently routed /24 (for-
merly a Class C) sized netblock that was obtained specifically for use in this re-
search. The implemented system agreed upon by the researcher and the univer-
sity administration is shown in Figure 3.1. The use of an independent netblock
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not associated with the existent institutional netblock allocations allowed for the
relatively easy removal of the monitored netblock from global BGP advertisements,
and thus routing tables, in the event of any problems; effectively causing traffic for
this netblock to stop being routed over the institution’s Internet link.

The monitored netblock is, however, a component of the aggregated netblock allo-
cated to the TENET by AfriNIC, though which the University obtains its upstream
Internet connectivity. For the remainder of this research the dataset collected
using this network is referred to as RUSCOPE1. The system was commissioned on
the 3rd of August 2005 and in the period under study through to 30th September
2009, has logged 40 801 854 datagrams.

Figure 3.1: Rhodes Network Telescope System

A second network block was commissioned for use in a second telescope sensor in
mid August 2009, and comes from the University’s own primary address space
allocation. Consisting of a similarly sized /24 netblock, this was configured to
be monitored by the same physical telescope system as used for the RUSCOPE1
data, but logged to a separate collection of packet capture files. The addition of
this netblock was possible due to re-organisation of the logical network and IP
address allocations at the University and experience that had been gained in the
four years of operation of the original RUSCOPE1 netblock. This is referred to as
RUSCOPE2. Of interest to the researcher is the correlation between these simi-
larly sized sensors which have a substantial logical distance between the address
blocks (more on distances can be seen in Section 4.3). The short temporal overlap
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of the two datasets has precluded detailed analysis in this work, but will form part
of future research based on this work as discussed in Section 10.3.

3.2.1 System Configuration

The telescope monitoring system was initially based on hardware running the
FreeBSD 5.4 operating system and has been upgraded over the period of operation
to FreeBSD 7.0. System hardware utilised initially was an Intel Pentium 4, 3.2
Ghz with 1GB Ram in an Intel 1U rack-mount Chassis. Storage was provided by a
pair of 160 Gig hard disks configured in a RAID 1 (mirror) group in order to provide
resiliency and minimise data loss in the event of disk failure. At the time of writing,
the capture component is provided by a Sun Microsystems Sunfire V100 running
a 548.00 MHz UltraSparc-Ile Processor with 1GB of RAM. This illustrates the low
hardware requirements for data capture. Data processing is, however, significantly
more resource intensive as discussed in Section 3.2.2 and is performed on separate

platforms.

From the inception of the project, the server was physically co-located in the Com-
puter Science Department data centre until January 2009, when it was relocated
to the University’s primary data centre. The motivation for this move was largely
driven by the need for a stable power connection, which is provided by generator
backup at the new location, and flexibility in adding additional address space.
During 2009 there were no outages attributable to networking or power failure —
in contrast to the series of power and network outages experienced in 2008. Those
that did occur were the result of outages on the upstream Internet connection. This
relocation also allowed for the addition of the second /24 netblock in August 2009.
The primary 100Mbit network interface of the system was logically provisioned
to a point on the University’s DMZ. With both hardware platforms, the second
on-board network interface was used for the periodic retrieval of data and subse-
quent upload for further processing and archiving on dedicated systems internal
to the campus network. During normal operation this port remained disconnected.
System configuration on the collector was kept minimal, with the system running
a firewall denying all inbound traffic on the DMZ connected interface.
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Listing 3 Sample packet capture script

#!/bin/sh

DATE=‘date +"%Y/mtd—74PM" ¢

PATH="/data/darknet"

NH="/usr/bin/nohup”

CMD="/usr/sbin/tcpdump"

FLAGS="-q —n —s 0 —i dark0"

cd $PATH

#IP addresses below have been redacted

$NH $CMD ${FLAGS} —w darknet—${DATE}.cap net 196.xx.xx.0/24 & >/dev/null
$NH $CMD ${FLAGS} —w darknet—ru—${DATE}.cap net 146.xx.xx.0/24 & >/dev/null
echo Capture started

3.2.2 Data collection and processing

Network traffic was collected using the tcpdump utility which was utilised to log
packets to file. The advantage of this approach is that packets could be recorded
as they arrived on the wire and, by operating in promiscuous mode, was able to
capture packets with the system firewall set to deny all traffic incoming on that
network interface. Files were rotated on a monthly basis. Listing 3 shows a
script used for starting the capture process. Capture files were created using a
time-stamp in the filename in the form of YYYYMMDD-hhmm, based on the start time
of the capture process. These files were periodically rotated and compressed. No
further processing was done on the capture system, but copies were transferred to
the Analysis Server platform for long term archiving and analysis. Each capture
file had a corresponding checksum calculated and stored in a separate file when
rotated. Checksums were verified after transfer to the analysis platform prior
to any further processing, thereby validating the integrity of the file. This was
particularly important given that the files were obtained over slow Internet links
often requiring multiple attempts to completely retrieve the capture files.

Analysis of the dataset was performed across a variety of systems and platforms.
For general purpose processing and exploratory work, a utility was developed to
parse and import the libpcap format data files into a central PostgreSQL? Database
Server. The database was housed on a Dell Poweredge 860 with 4 gigabytes of RAM
and an Intel Xeon X3220 Quad core CPU running at 2.40GHz. A terabyte of disk
based storage was used, part of which was mirrored for the database partition,
providing increased resiliency and performance for read operations. Various client
systems and applications could then connect to this database to extract and further
process data. The database server also housed a copy of the R Statistical process-

Shttp://www.postgresql.org/
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ing language® which was used for high-level statistical analysis of outputs from
the database. Discussion relating to the database design and the programmatic
loading of captured data into the database is covered in Section 3.5, with further
detail contained in Appendix D.

One important decision made with these initial processing tools was to omit packet
payloads when loading datagrams into the database. This was based on the fact
that the majority of the packets were unlikely to have payloads, since the TCP
3-way handshake could not complete, and this would also provide a savings on the
space required in the database. The original capture files were, however, retained
and used directly by tools such as InetVis, the libtrace’ suite, and Wireshark?,
for performing detailed packet-level analysis and exploration. A discussion of the
primary tools used in the analysis of the telescope data is contained in Chapter 4.

3.2.3 Data Overview

This section provides an overview of the characteristics of the traffic observed
as part of the RUSCOPE1 dataset used in this research. Figure 3.2 shows the
distribution of traffic, with the total number of packets received in each year, over
the 50 month period of operation, amounting to approximately 2.5 gigabytes of
traffic in total. It is worth noting that the nine months of traffic processed in 2009
amounts to three times as much by volume (by count of packets received) as the
preceding three years combined. During the period August 2005-December 2008
20 million events were captured, with just over 20 million packets being recorded
in the first three quarters of 2009. Much of this can be attributed to the advent
of the Conficker worm (Microsoft, 2008b, 2009) in late November 2008 resulting in
the exploitation of the vulnerability patched by the MS08-067 (Microsoft, 2008a)
security advisory in October of that year. This is explored in further detail in
Chapter 7 as part of the detailed analysis of traffic observed on 445/tcp. Details of
annual traffic observations and a breakdown by protocol can be seen in Table 3.1.

During the capture period a number of outages were experienced. These were due
to upstream Internet provider outages, routing issues, power supply failures, and
networking problems internal to the campus network. Table 3.2 provides a high

Shttp://www.r-project.org/
"http://research.wand.net.nz/software/libtrace.php
8http://wireshark.org/
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Figure 3.2: Data collected by year
Note: 2005 and 2009 are partial years representing 5 and 8 months of data capture
respectively

Table 3.1: Breakdown of traffic composition by Protocol and Year

Protocol
| Year ICMP (1) | TCP (6) | UDP (17) | Other Total |
| 2005 | 396216 | 2120994 | 754649 | 23| 3271882 |
| 2006 | 1022208 | 4289758 | 1326199 | 20| 6638185 |
| 2007 | 429006 | 4826948 | 937954 | 76 | 6193984 |
| 2008 | 220012 | 4833169 | 937648 | 158 | 5990 987 |
| 2009 302 121 | 17212374 | 1191517 804 | 18 706 816

Grand Total | 2 369 563 | 33 283 243 | 5 147 967 | 1 081 | 40 801 854
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Table 3.2: Summary of traffic captured for RUSCOPE1

’ Year ‘ Dayscqp ‘ Daysmax ‘ % ‘ Daysmissing ‘

2005 | 141 150 | 94 9
2006 | 349 365 | 95.61 16
2007 | 314 365 | 86.02 51
2008 | 352 366 | 96.17 14
2009 | 273 273 | 100 0
[Total | 1429 | 1519 | 94 | 90 |

level summary of the number of days with captured packets present in each year’s
worth of capture data. A day is counted as present if any recorded traffic exists
for the given 24 hour period. A particularly high level of outages were experienced
in 2007 due to numerous upstream connectivity problems and a faulty switch to
which the monitoring system was connected. South Africa experienced a number of
rolling blackouts during the first half of 2008, which resulted in 4-6 hour periods of
no data. As mentioned previously, avoiding unnecessary outages such as these was
one of the primary reasons for the relocation of the capture device to the University
data centre at the beginning of 2009.

Overall, a 94% capture rate (by day) was achieved during the 1 519 day period of
observation. This was based on an outage being defined as a period where no traffic
was observed in a 24 hour window. At a finer level of detail however, this drops to
89.32% when viewed with minute granularity. At the finest level of granularity
only 15.83% of the potential second periods have data; when factoring out the
known extended outage periods, this still only accounts for 17.73% of the potential
second periods being monitored. These results, when considered, are however un-
surprising, as scanning traffic tends to be bursty, and there are observed periods of
quiet even when all systems are operational. This is an important factor to bear in
mind when calculating packet arrival rates as one possible metric for comparative
analysis of network telescopes. Further discussion of proposed network metrics
and their application to this dataset can be found in Chapter 8.

3.2.4 Data set summary

A summary of the basic characteristics of the RUSCOPE1 dataset is presented in
Table 3.3 along with that of RUSCOPEZ2. Of immediate interest is the difference
in the rates that packets were received for the two network telescopes. A detailed
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Table 3.3: Rhodes Telescope Dataset Characteristics

| RUSCOPE1 |
Timespan Start Date End Date Outage
1519 days 14:07:27 2005-08-03 2009-09-30 | +90days/6%

Packet count Avg Pkt Rate

40801854 18.65 pkts/min

RUSCOPE2
Timespan Start Date End Date Outage
42 days 10:40:43 2009-08-20 2009-10-1 0%
Packet count Avg Pkt Rate
311973 5.4 pkts/min

Table 3.4: Breakdown of traffic composition by percentage

Protocol

[ Year | ICMP (1) | TCP (6) [ UDP (17) | Other
Percentage composition by Protocol per year

2005 12.109 64.825 23.0647 | 0.0007

2006 15.399 64.622 19.978 | 0.0003

2007 6.926 7'7.929 15.142 | 0.0012
2008 3.672 80.674 15.651 | 0.0026
2009 1.615 92.011 6.369 | 0.0040

Percentage composition by year per Protocol
2005 16.721 6.372 14.659 | 2.1276
2006 43.139 12.888 25.761 | 1.850
2007 18.104 14.502 18.219 | 7.030
2008 9.285 14.521 18.213 | 14.616
2009 12.750 51.714 23.145 | 74.375

analysis of the RUCSOPE1 dataset is provided in Chapters 5 and 6. A series of
metrics relating to the dataset are presented and discussed in Chapter 8, and a
focus on the spike in traffic observed in late 2008 onwards, and attributable to a

rise in traffic destined to 445/tcp is presented in Chapter 7.

A summary of the composition of traffic on an annual basis is shown in Table 3.4.
This is the same data as previously presented in Table 3.1, normalised as percent-
ages. The first portion of the Table shows the composition of traffic by protocol on
an annual basis. The second component shows the relative contributions by each

year to the total for the primary protocols observed.
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3.3 CAIDA Telescope Datasets

The Cooperative Association for Internet Data Analysis (CAIDA) telescope system,
located at the University of California San Diego (UCSD), has been in operation
since early 2004 and provides a variety of traffic captures and other datasets® relat-
ing to Internet monitoring and topology. The datasets that have been used in this
research are a selection of samples taken from the backscatter datasets from 2004
to 2007 (Shannon et al., 2005, 2006, 2007) and the November 2008 Telescope Data
set (Aben et al., 2008). The fundamental differences between the CAIDA datasets
and those captured on the Rhodes Telescope relate to the size of the telescope and
the temporal continuity of the data. The CAIDA telescope operates on a /8 net-
work block (comprising some 16.7 million or 2?* addresses) and so is 65 thousand
times (2'°) larger than the Rhodes University telescope system. Consequently the
volumes of data captured are expected to be several orders of magnitude larger.
The CAIDA telescope is also deemed to have a higher sensitivity level since it can
in theory observe ﬁth (~0.39%) of scanning/backscatter activity online, although
this may be slightly higher when one factors in the former Class D and E address
space (224.0.0.0/4) which is reserved. While the Rhodes system captured 20 million
events over a 40 month period (average rate per hour of 2200)!°, there are peaks
in capture on the CAIDA system in excess of 50 million events per hour. What is
interesting is that despite this high arrival rate, this equates to a lower event per
IP address ratio of 3.15/hour compared to the average of 8.92/hour observed on the
local system. While the fact that some filtering of active scanning has taken place

influences this, it is still significant.

The CAIDA datasets are specifically backscatter datasets, and as such anything
that could be construed as active traffic has been removed from the captures. This
includes scanning attempts, ICMP probes, and all UDP traffic. Published packets
have also been clipped at 64 bytes. Taking this into consideration, this collec-
tion of datasets is still of value when performing comparative analysis against
the RUSCOPE1 dataset. What these sets lack in diversity, they make up for in
volume as would be expected. The backscatter datasets are collectively referred to
as the CAIDA-Backscatter collection. The telescope datasets released as discussed
in Section 3.1 are referred to as the CAIDA-Telescope datasets.

Shttp://www.caida.org/data/
10This was between August 2005 and December 2008
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3.3.1 System Configuration

The CAIDA data is gathered from the UCSD telescope which is operated on a /8
netblock. The details of the exact network are unknown as all captures are passed
through an anonymization and cleaning process prior to release. This process is in
terms of operational safety of the telescope as described in Section 2.3. The down-
side to this operation and the absence of active traffic from the CAIDA-Backscatter
sets is that it makes performing passive Operating System fingerprinting using
tools such as pOf!! impossible due to the lack of TCP-SYN packets and the blanking
out of some header fields on which the tool depends during the anonymization pro-
cess. The CAIDA-Telescope data contains more detail, particularly the TCP-SYN
packets resulting from TCP connection attempts into the monitored address space.
Details of the specific anonymization technique used are unclear, but it is fairly
certain that they made use of techniques similar to those described in Xu et al.
(2001) and Pang et al. (2006) which focus on prefix preservation, which in turn
is an advancement on the original TCPdpriv anonymization tool (Minshall, 2005)
produced by Lawrence Berkeley National Laboratory (LBL).

While sections of the complete CAIDA-Backscatter dataset from 2004-2008 were
analysed based on the statistics summary files (an example of which is shown in
Listing 4), a selection of captures from 2007 backscatter data were loaded into the
same database backed analysis framework that was used for the Rhodes Telescope
data. Selected data samples were taken from the February, August and November
of 2007 capture sets and amounted to just under 500 million packets. This was used
for verification, and load testing of the tools and methods described in Chapter 4.

3.3.2 Data collection and processing

Backscatter data is provided for download with, on average, a seven day window
of data made available for each month. The 2006 and 2007 backscatter datasets
(Shannon et al., 2006, 2007) have been used for comparative analysis. Due to
the very large data sizes, some sub-sampling has been performed, taking a rep-
resentative sample of three days across each capture period. The datasets were
processed in a similar manner to the Rhodes RUSCOPE] set, being processed by
the same loading infrastructure as described in Appendix D. Each capture file has a

Uhttp://lcamtuf . coredump. cx/pOf . shtml
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Listing 4 Sample CAIDA capture overview metrics file

Maximum capture length for interface O: 99999
First timestamp: 1172692800.000030000
Last timestamp: 1172696399.997734000
Unknown encapsulation: 0
IPv4 bytes: 205221149
IPv4 pkts: 3291255
Unique IPv4 addresses: 1723481
Unique IPv4 source addresses: 548924
Unique IPv4 destination addresses: 1174558
Unique IPv4 TCP source ports: 50472
Unique IPv4 TCP destination ports: 62518
Unique IPv4 UDP source ports: 0
Unique IPv4 UDP destination ports: 0
Unique IPv4 ICMP type/codes: 16
IPv6 pkts: 0
IPv6 bytes: 0
non—IP protocols: 0
non—IP pkts: 0

corresponding statistics file (an example of which is shown in Listing 4) and check-
sum. Checksums were verified after download and prior to any further processing,
thereby validating the integrity of the file, something particularly important given
that these files were often downloaded in smaller chunks over extended time peri-
ods.

The statistics file is useful as it allows for rapid access to several useful metrics
without having to process the entire capture file — this is a concept built on in
Chapter 8. What is interesting is that in the sample listing shown, only 1 174 558
unique destination addresses were recorded, representing a coverage of only 7% of
the address space in this hour. More detailed analysis of 12 hour periods showed
average coverage of 56%.

The most likely reason for this is that the majority of scanning algorithms would
have some kind of localised scanning, focusing on a /24 or even /16 network at a
time. Given that the popular NMAP!2 port scanner takes 230 minutes!® to com-
t14

pletely scan the 65 thousand addresses in a /16 network on a single port'*, it is

unlikely that a single scanning host could cover multiple /16 blocks within a single

2http:/nmap.org/
13an effective rate of = 5IP addresses/second
“4nmap -P0 -p80 172.31.0.0/16. The target network was routed via a discard device
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Table 3.5: Nmap scan speeds over /16 address space

| Mode | Time (m:s) | Packets/second |
normal 230:42 4.734
aggressive 117:12 9.320
insane 62:19 17.528

Nmap was run against null routed network block using the following command:
nmap -T x -PO -p80 172.31.0.0/16.

¢ was varied from 3 to 5 in order to vary the aggressiveness of the scan

hour period. Run in aggressive mode, which is more likely to be representative
of worm or other automata scanning, this same scan takes 117 minutes!. It is
therefore unlikely that the entire /8 address space could reasonably be scanned by
a single system in anything less than 11 days by a single host even at its most
aggressive setting. Section 6.2 discusses this further. Details of these timings are
given in Table 3.5.

3.4 Other Significant Datasets

In recent years, a number of network telescope datasets of varying types and col-
lected in diverse locations, have become known; those of which the researcher is
aware, are listed for interest in Appendix E. Of these only the CAIDA backscatter
datasets, already discussed in Sections 3.1 and 3.3, have been accessed and evalu-
ated. This is primarily due to the severe bandwidth constraints currently prevalent
in South Africa, where it is not feasible to download such multi-gigabyte datasets.
Other data repositories, such as the PREDICT!® dataset, have highly restrictive
access policies which require one to be conducting the research within certain
geographical regions (such as within the continental United States of America),
or require researchers hold certain citizenship.

In reviewing recently published literature, one becomes aware that while there is
a fairly substantial set of data that has been collected by networking and security
researchers in the last few years, not all of this is accessible. Should this data
be made available, due care will have to be taken with the anonymization of the
traffic in order to protect the sensor network’s integrity and minimise the likelihood

of possible pollution or contamination.

15an effective scan rate of = 35 IP addresses/second
Bhttps://www.predict.org/
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It is hoped that by encouraging the use of metrics such as those proposed in
Chapter 8, a more equitable comparison can be achieved between datasets from
different sources, without having to disclose the actual traffic captures — thereby
solving the issues of anonymization and privacy. An added benefit of this would be
substantially reduced data volume to be transferred among researchers.

3.5 Database Storage

While tools such as InetVis!” (van Riel and Irwin, 2006b; Irwin and van Riel,
2007), WireShark!® and the utilities discussed in Section 4.2 operate directly on
the packets stored, in the pcap files, much of the statistical and graphical analysis,
along with basic data exploration required data in a textual format. Based on this
need to have an easy means of accessing and manipulating data, and due to the
flexibility it was likely to provide, packet captures were loaded into a relational
database system. Details of the loading process used, and issues relating to the
operation of the database are included in Appendix D. This Appendix also discusses
the actual packet fields selected for storage within the database. One important
decision taken at the start of this project was to omit any packet payloads from
the database — a decision driven by the fact that the majority of packets recorded
actually lacked payload, and if required, this information would be available in the
raw pcap files. The majority of the data processing work performed on the collected
data was to do with aggregation and summation of the collected data.

The PostgreSQL!® database system was chosen for this project. One of the primary
factors in the initial selection of this DBMS system is its excellent native support
within the database software for dealing with Internet addresses?°. This function-
ality allowed for IP addresses to be natively used within the database without hav-
ing to perform explicit IP address to integer type conversions as was needed with
the MySQL database engine at the outset of this project. This greatly simplified
the development of tools and queries to extract data as the type conversion could
be omitted. The inet and cidr data types used within the PostgreSQL database
also allowed for a number of manipulations to stored data that were particularly
useful in the context of the network telescope data being stored.

http://www.vizsec.org/applications/inetvis/
18http://wireshark.org/

Bhttp://www.postgresql.org/
Onttp://www.postgresql.org/docs/8.2/static/functions-net.html
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The ability to perform netmask based manipulation of IP addresses, and even
arithmetic (as used extensively in Chapter 5) enabled much of the initial data
manipulation to be achieved within the DBMS itself, further negating the need
to write customised data processing code. In most cases much of the work done in
Chapters 5 and 6 using the tools discussed in the Chapter 4, made use of CSV?!
formatted files produced by SQL queries run against the database system. The
CSV file format is well supported across numerous existent tools such as graph-
ing packages, spreadsheet systems and within programming languages such as
Python, Perl and PHP.

The scalability of this database platform was another consideration, as the data
system was envisaged to have a useful life exceeding that of this research project.
The tests that were done loading 500 million packets from the CAIDA backscatter
datasets as discussed previously, showed that performance levels were still accept-
able at this scale. The single largest influence on database performance was found
to be available RAM in the DB system. The migration of the data store from the
system described to a new platform with 16 gigabytes of RAM in late 2010 resulted
in nearly a 10x speedup in some queries. Performance tuning of the database
system was not a primary goal of this research, and the tuning that was done
was fairly rudimentary. From a software configuration, shared memory segments
were increased, and appropriate indexes were created to speed up operations. The
reader is referred to documentation specific to the PostgreSQL platform?? for fur-
ther details on performance tuning and optimisation.

3.6 Summary

This chapter described the process of data collection for the Rhodes University
network telescope and the origins of other datasets used in the validation of results
and tools developed during the course of this research. The methods of initial
data processing were addressed in Section 3.5. Issues surrounding the storage and
initial processing of data were also discussed. These datasets were used in the
development of the analysis tools discussed in the following chapter. The applica-
tion of these on the RUSCOPE]1 dataset is presented in Chapters 5, 6 and 7 which

2lComma separated value, files are commonly used for data exchange due to their ease of parsing,
and compatibility with a large range of applications
2http://wuw.postgresql.org/docs/current/interactive/index.html
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comprise the second part of the research. This part collects together the analytic
work done on the data collected on the Rhodes University Network Telescope.




Part 11

Analysis

51



If you know the enemy and know yourself, you need not fear
the result of a hundred battles. If you know yourself but not
the enemy, for every victory gained you will also suffer a de-
feat. If you know neither the enemy nor yourself, you will
succumb in every battle

Sun Tzu - The Art of War

Analysis Tools

EVERAL new tools and techniques were developed for the analysis of the

dataset collected during the course of this research. This chapter presents

n overview of the primary analytic methods used. These are discussed in
two logical groupings, initially those of a non-graphical nature, followed by various
data visualisations. Implementation details for tools are to a large extent omitted,
but suitable references to other works relating to this are provided.

The chapter opens with Section 4.1 presenting a brief introduction to the ex-
ploratory methods used against the database systems into which traffic was loaded.
This section also explores the iterative analysis process used for examining data.
A discussion of the existing tools used for performing analysis of the pcap data files
collected by the telescope infrastructure follows in Section 4.2. A proposed metric
for analysing the potential localised bias of a telescope is presented in Section 4.3.
A bridge between the strictly numerical and visual analysis methods is presented
in Section 4.4, looking at the value of analysing the geopolitical origins of the
packets.

Sections 4.5 and 4.6 discuss two novel tools for graphical analysis that were devel-
oped to aid this research. Both of these tools provide a highly compact graphical
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means of data representation. These interactive visual display tools allow for rapid
interpretation and exploration of millions of data items concurrently. Sections
4.7 and 4.8 explain the use of two other graphical mapping techniques used for
performing data analysis, particularly over longer time periods.

The results of the data analysis using the tools and methods described in this
Chapter are contained in Chapters 5, 6 and 7 which make up the remainder of
this part of the document.

4.1 Query and Analysis

The database storage system as described in Section 3.5 was used for the majority
of the analysis both numerical and graphical. Particular use was made of the
multitude of network manipulation and native aggregation functions within the
PostgreSQL database system. Much of the query development was done within the
PgAdminIII' environment, which allowed for easy development as well as profiling
of queries within a GUI environment and is closely integrated with the PostgreSQL
database platform used for storing the data. The cross-platform nature of this tool
also facilitated ease of use across a number of different systems. Once suitable
queries were developed, these were integrated into appropriate script such as the
ones used to produce the Time Series plots described in Section 4.8. Queries were
annotated and saved to a central repository for potential reuse.

One of the biggest advantages of having the packet captures loaded into a database
system was the ability to rapidly prototype queries, as well as to perform ad-hoc
analysis without the need to write a completely new program, with the associated
overheads. By extension, other data analysis tools and systems could also be in-
tegrated directly with the data without having to be able to parse the pcap file
formats, by virtue of them having the ability to talk to database systems. This
ease of access allows for the information in the database to be accessed semanti-
cally by other researchers without having to first overcome the hurdle of parsing
packet headers. Similarly, if need be, suitable measures could be put in place in
the database to provide masked information to other individuals or applications

consuming data.

'http://www.pgadmin.org/
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Two primary approaches were taken when analysing data in the database. The
first of these was to perform a selection of ‘top 20’ type queries over the range of
newly imported data. The results from these queries were then used to identify any
particular anomalies which, if found, could be further investigated in the actual
packet captures using tools such tcpdump and WireShark described previously.
Similarly result sets were also generated to produce Hilbert plots (Section 4.5),
Heat Maps (Section 4.7) and Time Series (Section 4.8) plots. These graphical
outputs were also evaluated. This was performed as an iterative process, with
queries often being repeated in order to analyse specific time periods or portions
of IP address space. Where areas of interest were found that warranted further
investigation of the raw datagrams, timestamps were extracted. These were used
to with the tcpslice utility in order to carve packets out of the raw captures into
working sets. Where necessary, this was also combined with suitable BPF based
filtering in order to isolate traffic. The resulting working sets of raw packets were
analysed in tcpdump and WireShark.

The second approach was to replay data though InetVis (Section 4.6) with varying
speed-up factors, and observe for any interesting artifacts such as bursts of scan-
ning activity. Again an iterative process was commonly used in order to narrow
down the activity in both temporal space (when it occurred) and in IP address
space (from whence it came). This information was then used again to carve out
working sets of raw packets from the appropriate capture files. Database queries
were used to extract suitable data as well.

The two approaches described so far tended to be used for fairly short periods
of data (usually monthly or bi-weekly). It was through performing this kind of
analysis, and the iterative nature of it that allowed for the refinement of the tool
chain and analysis process. When viewing the dataset as a whole, in addition to
the periodic type analysis described, queries were performed across the majority of
the fields recorded to look at possible relationships. Some of the analysis performed
became increasingly meaningful as the temporal baseline increased, particularly
the Hilbert Curve and Time Series plots.

While the structure of the database remained the same from the time of inception
and initial data loading, various indexes were added over time in order to optimise
queries. This was done both as the dataset grew, as well as incorporating fields
into queries that had not been extensively used previously. Due to this process,
the database performance was found to increase substantially over time despite
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the substantial addition of data. When comparative analysis was performed on the
data across ports, and varying network aggregation plots, trends and and areas of
interest in the data could be identified. These have been included in the discussions

contained in Chapters 5, 6 and 7.

4.2 Pcap Manipulation tools

During the course of analysis, several different tools were used in order to process
the capture files. This section briefly introduces the tools that were used. Slow
processing speeds when dealing with extremely large capture files was one of the
main drivers behind the work on implementing a GPU based packet classifier (Not-
tingham and Irwin, 2009a,b,c, 2010a,b). This, in combination with the experience
gained in assessing what type of aggregate queries over data are most meaningful,
should allow for high performance analysis without the need to pre-load data into
the database system as is currently done. The ability of researchers to perform
‘what-if” and ad-hoc queries on large datasets should also be greatly enhanced.

4.2.1 tcpdump

One of the oldest tools used for performing packet analysis is tcpdump?. Originally
developed in 1987 at Lawrence Berkeley Labs (LBL) by a team in the Network
Research Group including Van Jacobson, as a network debugging tool, the tcpdump
utility and its associated libpcap library have become the de-facto software on unix-
like platforms for performing packet capture and analysis. The BSD Packet Filter
(McCanne and Jacobson, 1993), more commonly known as BPF, provides a right set
of primitives for filtering and selecting traffic based on various header fields and
payload values. This filter is used by tcpdump and the other tools mentioned in
this section for selecting packets with attributes matching the given criteria. The
file format used to store packets by libpcap (commonly known as pcap format) has
become commonly used for the interchange of packet data and is readable by the
majority of network diagnostic and analysis tools.

A primary advantage of tcpdump over other capture tools is that it is very
lightweight and runs from the command line, allowing for operation without any

2http://www. tcpdump. org/
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kind of graphical environment. A number of protocol decoders are contained for
major IP protocols such as TCP, UDP and ICMP along with some higher level
protocols such as DNS. This tool was used for the initial packet capture and the
subsequent selection of interesting packets from the capture files along with tcp-
slice.

4.2.2 WireShark

Gerald Comb’s WireShark? tool (known as Ethereal prior to May 2006) was devel-
oped in 1998 and provides a fully featured packet analyser. It differs in this sense
from tcpdump, whose main purpose is the collection and basic decoding of packets.
WireShark offers a much fuller featured graphical environment in which one can
perform extensive filtering and analysis of the packets recorded as well as higher
order protocols. As with tcpdump, WireShark is able to run across a number of
operating system platforms.

The biggest issue encountered with WireShark was the inability to load and work
with files containing large numbers of packets. As such, capture files were pre-
processed using either tcpdump or tcpslice to produce smaller working files which
were then used in WireShark. The largest benefit from the researcher’s viewpoint
in using WireShark was the extensive filtering and drill-down that was available
in a far more intuitive manner than the plain hexadecimal based dumps available
in tcpdump. Readers are referred to Practical Packet Analysis (Sanders, 2007) for

more details on WireShark operation.

4.2.3 libtrace

A relative latecomer to the packet and network traffic analysis scene, libtrace*
is developed and maintained by the WAND research group at the University of
Waikato in New Zealand. This is not to be confused with the similarly named
LibTrace® which is actually a C++ ray-tracing library. This library provides a
much faster means of performing analysis of packet capture files in pcap and other

common packet capture formats. One particular advantage is its ability to directly

3http://www.wireshark.org/
4http://research.wand.net.nz/software/libtrace.php
Shttp://libtrace.sourceforge.net/
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Start time: 1250757208.1208 (Thu Aug 20 10:33:28 2009)

End time: 1254424451.9111 (Thu Oct 1 21:14:11 2009)

Duration: 3667243.7903 (42 days, 10 hours, 40 minutes, 43.7903 seconds)
Total Packets: 311973

Average packet rate: 0.09 packets/sec

Uncompressed trace size: 45045733

Figure 4.1: Sample report from libtrace

process pcap files compressed using the gzip compression tool. The researcher
became aware of this tool as a result of its use in the work conducted by Pemberton
(2007), which built some further analysis tools using the library.

A number of sample utilities which ship with the library were found to be of use. In
particular the tracereport® tool which was able to produce a number of high level
reports on the processed data file. An example of the ‘misc.rpt’ file is shown in
Figure 4.1, which contains some of the high level meta-data produced pertaining
to the data file.

4.2.4 tcpsplice

Tcpslice was originally developed by Vern Paxson while at Lawrence Berkeley
Laboratory and is currently maintained by the team at tcpdump.org (Paxson). It
provides a means of allowing one to extract portions from one or more pcap capture
files. Despite its name, it can also also be used to merge such files together. The
strength of this tool is in working with time offsets and ranges, particularly across
multiple files. Extensive use was made of this tool in producing unified capture
files prior to loading. Particular use was made of the tool during 2007 when, due to
power problems, each month consisted of several capture files.

4.3 Distance Score Calculation

All IP addresses can be seen as existing on a discrete continuum of integer values
from 0 to 232. This can be calculated by looking at the integer representation of the
32-bit source and destination addresses used in IPv4, rather than the traditional

Shttp://www.wand.net.nz/trac/libtrace/wiki/TraceReport
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after RFC791 (Postel, 1981c) and Stevens (1993)
Figure 4.2: IP version 4 Packet Header

‘dotted-quad’ notation which segments the address into four 8-bit values presented
in the range 0-255. Is is only through common notation that they are most often
represented as ‘dotted quad’. In their most basic form they can be considered to be
a unsigned integer and are processed as such by almost all network stacks. They
exist as such in the native packet format (Postel, 1981c; Stevens, 1993). The struc-
ture of an IPv4 Datagram is shown in Figure 4.2. Consequently it is possible to
calculate a difference between two IP addresses in order to determine their logical
or numerical distance from each other within this continuum. This may be, and
in most cases is, significantly different from their topological distance (the number
of network hops between them) and any physical distance calculated between the
locations of their geophysical manifestations.

The value of the computation of such a logical distance lies in its use in quantifying
the network locality or proximity of two IP addresses. The ability to provide a
quantification of the relative closeness of two addresses is something which is par-
ticularly useful in the analysis of network aware malware scanning algorithms and
consequently the analysis of network traffic collected by IDS or sensor networks,
such as that used in this study. In such cases it has been shown as in Zou et al.
(2005) and Wei and Mirkovic (2008), that a sensor network is likely to experience a
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notable bias towards traffic originating from networks that are numerically or logi-
cally close. This is largely due to the relatively primitive scanning and propagation
algorithms employed by malware automata and naive crackers.

Most automata to date have evolved from the totally random scanning patterns
of earlier incarnations and operate in two distinct modes: near and far. The near
scanning mode is employed first where networks numerically near to that of the
infected host are scanned first. Once this is complete a shift can be seen to a more
randomised scanning of far address space. This is particularly well exhibited by
worms such as Code Red and Code Red 11, as discussed by Chen and Ji (2005); Zou
et al. (2006b); Chen and Ji (2007); Chen et al. (2007). The rationale behind this
calculation and subsequent evaluation is that due to the relatively crude scanning
and propagation algorithms (Nazario, 2003; Richter, 2008) implemented by much
of the malware automata seen online there will be a natural bias of the telescope
to see proportionally higher traffic from numerically closer networks. This pro-
vides a means of assessing the closeness of these networks. Further detail on the
process and initial results obtained using this method to analyse a portion of the
RUSCOPE1 dataset was published in Irwin and Barnett (2009).

4.3.1 Application

In order to calculate a distance between two addresses, the two need to be in a
format that can be easily manipulated. From a very simple perspective, an IP
version 4 address can be converted to an integer value using the process described
below, where A.B.C.D represents an IP address written in dotted-quad notation.

A.B.C.D = A %256% + B % 256>+ C %256 + D
or
Ax 222 4+ Bx216 4+ Cx22+ D

This is in effect what is used internally by system calls such as atoi () and inversely
by itoa() in system libraries and networking stacks. These values can then be
subtracted to arrive at the numerical difference between the two values. For the
purposes of the investigation carried out, the conversion was carried out internally
by the PostgreSQL database system. When calculating the distances for the RUS-
COPE data the IP address at the midpoint of the monitored range (196.x.x.128) was
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used. As explained below, this made very little difference to the resultant score and
proved much easier to implement within the database processing system.

While the process described gives an accurate conversion, the actual distance be-
tween two addresses has little need of the least significant components since they
are in most cases on the same network, or at least within the same organisation or
logical netblock. As such, the conversion can be refined to being A*22*+Bx216+C'x28,
effectively omitting the least significant portion of the address.

At this point it is worth noting that while direct assignments to organisations of
smaller than /24 do exist, they are relatively few and are from a legacy period prior
to the establishment of the regional registries such as LACNIC and AfriNIC in
2002 (Gerich, 1993; Fuller et al., 1993; Hubbard et al., 1996). Such assignments to
organisations from their service provider are, however, much more common with
assignments of /28 and /29 being prevalent for broadband connectivity (Tsuchiya,
1991; Gerich, 1993; IANA, 2002; Albanna et al., 2001). The reduced form of the
conversion proposed above logically clumps such networks as being part of the
same logical higher level assigned network block, which is likely to be a direct
assignment from a Regional Registry. Examples of using the baseline and the

reduced formulae are shown below.

Example 1: Addresses within the same natural subnet (255.255.255.0)

IP Address A : 192.168.149.67 (3 232 273 731)
IP Address B : 192.168.149.254 (3 232 273 918)

This gives a natural difference of 187

Using the second method provided above, the difference can be shown to be 0 when

the least significant octet is omitted.

Example 2: Differing network addresses

IP Address A: 146.231.123.15 (2 464 643 855)
IP Address B: 209.67.212.202 (3 510 883 530)
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Here the difference can be shown to be 1 046 239 675 or approximately 1 billion
(1.046 x10%) addresses apart . Removing the least significant byte from the calcu-
lation gives 1 046 239 488 which is only 187 (202 — 15) different from the answer

obtained by the method shown in the first example above. This difference is in

1
1000

When one takes into account the large values which can be obtained as the result

itself insignificant as it accounts for less than ——¢h of a percent of the final result.
of natural subtraction of the components (using either algorithm) the need to be
able to reduce this to a more comprehensible number is of some interest.

The ideal was to be able to reduce the potentially large range of differences from
+0 — (232 — 1) to a more comprehensible range. By taking the Log.ss of the absolute
integer difference provided a score in the somewhat reduced range of 0.0<4.0. The
sign however should be reapplied to the result of the calculation. Table 4.1 shows
some common values obtained. Broadly, the resultant values can be interpreted as
follows:

0 <1 Addresses lie on the same network (there are 255 or less individual ad-
dresses between the two).

1 < 2 Addresses lie within two /16 networks (65535 IP addresses) of each other.
This may not necessarily be a block of addresses lying on a contiguous natural

boundary.

2 < 4 Addresses lie elsewhere on the Internet, with the values approaching 4.0 as
the distance increases.

From a practical point of view, the maximum value lies closer to 3.9759 when
one accounts for the maximal distance between 0.0.0.0 and 224.0.0/4, which is the
start of multicast address space Albanna et al. (2001); Reynolds and Postel (1994);
TANA (2002). When interpreting these values as described, it is important to note
that they are unsigned, and as such there is no directionality associated with the
distance. While this has its possible disadvantages, it obviates the problem of the
ordering of the IP addresses in the initial calculation. Thus, when using the score
for measurement it in effect is a score of £A, providing a range on either side of the
target address. The resultant formula for the calculation of the IP Distance Score
(IPA) between two IP addresses can defined as:

IPA = Logasg(ABS(INT(IP4) — INT(IPg))
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Table 4.1: Common IPA values for distances

| £1PA(logass) | Raw Score | # of /24 Blocks | # of /16 Blocks |

1 1 1 0
1.38 2048 8 0.03
1.5 4096 16 0.06
1.88 32768 128 0.5

2 65536 256 1
2.13 131072 512 2
2.25 262144 1024 4
2.38 524288 2048 8
2.5 1048576 4096 16
2.63 2097152 8192 32
2.75 4194304 16384 64
2.88 8388608 32768 128

3 16777216 65535 256

From a practical perspective, the values were calculated as signed within the
database system which allowed for the directionality to be analysed and correctly
vectorised.

4.4 Geopolitical Analysis

An analysis of the geographical origins of observed traffic is of use to telescope
operators and and network security researchers in general. From the perspective of
backscatter and reflected traffic analysis, being able to attribute observed packets
to countries allows for one to gauge levels of hostile behaviour directed at comput-
ers in that state. Geolocation has gained in popularity in recent years with it being
used in such varied roles as load balancing, content distribution, network filtering,
access control on web sites, spam scoring and as a component in combating online
fraud. It is worth stating that it needs to be accepted that while the geo-location
process (that of relating a particular IP address to a geo-political region) is fairly
accurate, it is impossible to attribute observed packets to a certain country with
absolute certainty, since spoofing of IPv4 datagrams is relatively trivial. This is
particularly relevant for network telescopes, where no TCP three-way handshake
is completed, ensuring that either the spoofing is relying on a tap on the telescope
uplink, or there is a legitimate system communicating. For the purposes of this
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section all countries are referred to in tables and diagrams by their ISO 3166" two-
letter short-codes. A selected list of these is presented for reference in Appendix
C. Initial results obtained in performing a geo-political analysis of the traffic are
available in Irwin et al. (2007). These are re-evaluated in Section 6.3.

The actual process of geo-location involved looking up an IP address in databases
maintained by organisations, and from this at a minimum, being able to extract a
country. In some case a lot more information, such as longitude and latitude, ISP,
City and connection speed can be obtained. For the purposes of this research the
majority of processing was done at country only level. Some of the results obtained
in using co-ordinate based plotting are shown in Section 4.4.2, along with some of
the problems encountered. Earlier research on the accuracy and applicability of
the techniques used can be found in Carr (2003); Acton et al. (2007).

4.4.1 Analysis

Conversion from IP address to country of origin, was done using the GEOIP LITE?®
library from Maxmind. This was cross checked with the open access geo-location
database maintained by HOSTIP.INFO?, and results were found to be in agreement.
The choice to use the GEOPIP system was primarily due to its C programming
API and fast performance, while the HOSTIP.INFO approach is a database driven
system and required iterative queries. The geo-location tool developed was run on
the raw pcap files after they had been loaded into the database system as described
in Section 3.5, with the results being loaded directly back into the database. While
the process is not perfect, it has become increasingly accurate over recent years as
it has become increasingly commercialised, with a number of different providers
offering solutions to this problem. Of the unique addresses within the RUSCOPE1
dataset, only 1 380 were not conclusively identified, representing less than 0.02%.
The majority of these are RFC1981 blocks, and other Bogon addresses as discussed
in Section 6.5.

Aggregate information was extracted from the RUSCOPE1 database and stored as
CSV files, which were then further processed in order to produce the plots shown in

"http://www.iso.org/iso/country_codes.htm
8http://maxmind.com/
Shttp://hostip.info/
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this section. The second phase of data analysis was to plot the processed informa-
tion onto a world map in order to be able to generate a quick visual overview of the
source of traffic coming into the telescope network. This was achieved in two ways,
the first, using the co-ordinate information available to plot the longitude and lati-
tude of each source network (with this data being extracted from the HOSTIP.INFO
database). The second aggregated packet information on a per country basis and
used the packet totals as a key for shading the countries on a world map.

The ability to attribute a city, region or set of geographic co-ordinates with an IP
address is useful in certain situations, and use of this has been made in some of the
analysis conducted in Chapter 6. Given that much of the other analysis has been
performed by aggregating data, it is also important to be able to plot and visualise
this information in a meaningful manner.

4.4.2 Location plotting

The initial approach used for analysing the origins of datagrams was to plot the
co-ordinates corresponding to observed source IP addresses on a world map as
individual points. While this did show some interesting trends, it was found that
outside of the United States of America and Western Europe, most addresses are
either resolved as having the geographic co-ordinates of a nation’s capital, or that
of other major cities. A global view of the total traffic recorded during the period
of August 2005—June 2007 is shown in Figure 4.3. This was generated using the
longitude and latitude co-ordinates as provided for the network address blocks in
the HOSTIP.INFO database, and plotted using a developed tool making use of the
python matplotlib!® library.

While initial results were quite promising, the output from the tool was found
to suffer from a number of of issues. One of the most significant of these was
that while images are useful for high level interpretation, rapid quantification of
the volumes of traffic originating from a given country are difficult to ascertain.
Colouring of the plot points was experimented with in order to convey the mag-
nitude of the volume of traffic attributable to a point, but this tended to result in
further occlusion of information due to the close packing of points in places such
Western Europe and the United States of America. For countries outside of these

Ohttp://matplotlib.sourceforge.net/
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Figure 4.3: Longitude-latitude plotting of traffic by Source Address (September
2007)

geographic regions, points also tended to be concentrated at major cities only, as
discussed in the previous section. Performance was also found to be problematic

when plotting large numbers of points.

Considering Figure 4.3 in more detalil, it is worth noting that the eastern United
States (US) looks particularly dense, as is the United Kingdom (UK), Germany
(DE) and Austria (AT) due to the finer detail that is available in comparison to loca-
tions in countries such a