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Abstract

Virtual Multicasting (VMC) is a specific instance of a more general idea, Information Mass Transit (IMT). IMT aims to
reduce the waste of bandwidth resulting from individual streams of data, while improving user-level latency. By analogy
with mass transit where shared transport reduces the load on infrastructure, IMT aims to use networks and other infrastruc-
ture more efficiently. VMC combines some of the benefits of caching (transparency,dynamic adaptation to workload) and
multicast (reducing duplicated traffic).
Keywords: improved bandwidth utlilization, content delivery, multicast, internet caching
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1 Introduction

Information Mass Transit (IMT) is a general design phi-
losophy aimed at exploiting commonality of data on a
medium to reduce bandwidth demands and improve la-
tency [8]. The name derives from an analogy with mass
transit, where apparently-slower modes of transport like
buses and large passenger aircraft are faster for moving
large numbers of people with common destinations than
apparently faster alternatives (cars, executive jets). Shar-
ing a common form of transport reduces congestion, and
makes better use of common media (in the transport case,
roads and airports).

Internet congestion is a growing problem: as capac-
ity increases, so does demand. Given that there could be
significant common traffic at peak times, it seems reason-
able to investigate sharing common data as far as possible.
By analogy with the mass transit idea for moving people,
if much traffic at the same time is similar, grouping this
similar traffic could have significant advantages.

Virtual Multicasting (VMC), as a specific instance of
IMT, finds common streams which may have started at
similar times, and combines them. This general model can
differ considerably in different implementations. For ex-
ample, grouping FTP streams may not introduce signifi-
cant latency or real-time concerns, provided the streams
are sufficiently large that saving in transmission time dom-
inates any cost of additional latency.

In the case of playing a movie, latency may be a con-
cern, if VMC results in a perceptible delay to an existing
viewer. However, by contrast, if many viewers are watch-
ing the same real-time video or audio stream, there is some
tolerance of lost traffic and if sharing the stream signifi-
cantly reduces bandwidth requirements over having indi-
vidual streams, VMC will be a win in terms of perceived
quality of service.

1.1 Information Mass Transit

A number of applications of the IMT idea have been pro-
posed [8].

The general model is one of sharing a stream for multi-
ple purposes; the actual realization may differ considerably
in specific cases.

One example is the Scalable Architecture for Video on
Demand (SAVoD), which aims to implement a video on
demand system which scales up to an unlimited number of
users [7].

The SAVoD architecture works by streaming multiple
instances of a movie continuously, so that a virtual VCR
can be implemented by finding a suitable point in any given
stream, to perform operations such as fast forward, rewind,
or start a new movie. The principle is to invest in a large
amount of bandwidth, with the goal of removing all re-
quests to the server. Consequently, the biggest latency
problems in scaling up to unlimited users are removed.

The VMC idea is the next attempt at realizing the
broader IMT idea.

1.2 Virtual Multicasting

Virtual Multicasting (VMC) is an attempt at exploiting
short-term latencies in Internet traffic, particularly higher
up the bandwidth hierarchy. A high volume of similar
traffic may periodically occur as new software is down-
loaded, a large number of clients join the same audio or
video stream, or visit a new web site.

Such traffic cannot easily becached for two reasons:

� the repeated traffic may be transient, and the demand
may no longer exist by the time it iscached

� the users may be widely spaced around the Internet,
and only the higher-bandwidth links at the top of the
hierarchy may see duplicated traffic, i.e., endpoints are
not the right place to cache this kind of traffic
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The transient nature of this kind of similar traffic also
makes multicast an inadequate solution to the problem of
reducing wastage of bandwidth.

This paper presents some preliminary data on VMC,
and proposes further research.

1.3 Remainder of Paper

The remainder of this paper is structured as follows.
Section 2 provides an overview of the VMC concept

and related approaches, and relates it to the more general
IMT model. Section 3 outlines some preliminary results to
support the concept. Proposed work is described in Sec-
tion 4. Finally, conclusions are presented in Section 5.

2 Virtual Multicasting

Virtual Multicasting is an attempt to avoid or control con-
gestion on the Internet. It does this by moving away
from the traditional model of content delivery (unicast) to
one that makes more effective use of the available band-
width. Instead of having data distributed from a single
point, VMC aims to distribute the dissemination of data,
reducing the congestion of servers and interconnected net-
works, freeing bandwidth and as a result, reducing latency
from a user’s point of view.

Virtual Multicasting is intended to be implemented as
an extension of IP routing, in which common TCP streams
are identified, and combined. As opposed to standard mul-
ticasting [4], there is no explicit setup, and if a client joins
a stream late, it will receive earlier traffic out of sequence,
sent as a separate stream.

VMC works by maintaining a record of data travelling
on the router. if a new client requests data that the VMC
router is transmitting already, the request is not passed to
the server. Instead, the router creates a request for the
previously-transmitted portion of the data, and copies the
current stream to the new client.

The router now has two clients receiving the same data
from a single source.

Once the download is complete for the first client, the
clients which joined the VMC session later issue a request
for data they missed.

VMC can be contrasted not only with multicasting,
but also with proxy caches, which save recent content to
avoid repeated delivery. VMC differs from caching in
that it occurs in the highest-traffic segments and routers,
rather than at the endpoints. Further, VMC happens on
the fly, whereas caching stores a stream for future use.
VMC therefore exploits very short-term locality, and lo-
cality across a different part of the Internet.

Ideally, VMC should be completely transparent. How-
ever, in our initial work, we are prepared to make simple
modifications to standard protocols to demonstrate feasi-
bility.

The remainder of this section provides a brief
overview of conventional multicasting, proxy caches and
an experimental VMC implementation.

2.1 Multicasting

IP multicasting is the transmission of a packet to a subset
of hosts in a network [5]. It provides packet delivery to
these hosts at a lower network and host cost than broad-
casting to all hosts or unicasting to each host in the group.
It offers efficient multi-destination delivery and robust un-
known destination delivery to hosts on a network [5].

One of the major problems with enabling multicasting
throughout the Internet is the lack of standardisation for
multicast protocol and specifically the implementation of
the protocols. As a result, multicast groups are misman-
aged, meaning that data cannot be distributed to hosts.

Another problem is that many routers on the Internet
are not configured to allow the transmission of multicast
packets. These routers have to be bypassed by IP tunnel-
ing [11], a non-trivial task and as a result multicasting is
not widely supported by Internet Service Providers (ISPs).

Finally, the “best-effort” attempt at data delivery that
multicast operates with, is not good enough for many ap-
plications which need data to be reliably transferred. Reli-
able multicast protocols have been developed, but they are
inefficient in the delivery of data and have a propensity to
cause packet storms [6].

2.2 Proxy Caching

A proxy cache (often simply referred to as a “cache”) is
an application that is installed between Web servers and
clients. It watches requests for Web objects (HTML pages,
images and files) and saves a copy of the object locally.
Subsequent requests for the same object can then be served
from the cache.

Caches can reduce latency as seen by clients and re-
duce the bandwidth used by the clients behind the cache.
Caches can be seen as congestion control mechanism,
since they reduce traffic on the Internet by storing data lo-
cally.

Some incoming data cannot becached. This is due to
factors such as dynamic content and rapidly changing web
pages. Studies have shown that the amount of Web traffic
that cannot becached is as high as 20% [10]. Furthermore,
even with an infinite cache size, theupper bound for the hit
rate is 30-50% [1, 10].

It is not always useful to have a cache hit, because the
cache server may be overloaded and unable to serve the
object efficiently [9]. Furthermore, the time taken to check
the validity of the object might be longer than retrieving
the object itself. Caches may also be slower on misses than
an uncached connection, since the time taken searching a
hierarchy for the object may be longer than retrieving the
data from the origin server [10]. Every slowdown in the
cache adds to the latency experienced by the user.

Finally, caches are often large, expensive pieces of
hardware and software that have to be configured and con-
stantly maintained. If there is a problem with the cache
server, an entire network may be deprived of Internet con-
nectivity, which may be unacceptable for many applica-
tions (e.g. Internet banking).
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2.3 Comparison to VMC

The common basis of multicasting and caching is that they
are bandwidth saving and congestion reduction mecha-
nisms. VMC uses the single data stream idea of multi-
casting and the transparent nature of caching to produce a
mechanism with the benefits of both, without the costs and
problems of multicasting and caching.

Unlike caching, VMC occurs near the top of the hierar-
chy, so the cost is only incurred at high-throughput routers,
whereas caching occurs at endpoints, and is therefore a
highly replicated cost. Multicasting requires prior knowl-
edge that a stream will be shared, and has a high setup
cost. VMC, by focusing on traffic through the highest-
traffic routers, reduces the setup cost. Further, the VMC
approach of transparently initiating sharing when it is de-
tected means that it is not necessary to predict the need for
sharing in advance.

2.4 Experimental VMC Implementation

Establishing the feasibility of the VMC approach takes a
number of forms. First, the actual mechanics of VMC have
to be developed and demonstrated. Second, it will be no
good if the method exists in a vacuum, so good interaction
with the current Internet protocols must be demonstrated.
Finally, VMC is likely to add latency. This additional la-
tency must be measured and weighed against latency gains,
to decide the effectiveness of the method.

In order to evaluate these feasibility issues, an exper-
imental VMC system will be built. The development of
this system will also mean that the extent of interaction
with current Internet protocols can be measured.

Thereafter, experimentation will be done to measure
the overhead incurred by the method and quantify the ben-
efits that the method could bring in terms of bandwidth and
latency savings.

The Virtual Multicasting router software will be im-
plemented using the Netfilter [3] filtering mechanism.

3 Preliminary Experimentation

A preliminary study of FTP logs from a commercial Inter-
net service provider showed that there is significant over-
lap of FTP traffic, at least from their site. The overlap of
traffic would not occur with VMC, since streams would be
sharing this data.

By doing very rudimentary calculations (not taking
bandwidth and latency issues into account), the amount of
data shipped by VMC can be compared to data shipped
normally. The calculations were done over 11 consecutive
days of logged traffic.

The comparison of the number of bytes shipped can be
seen in Figure 1. Thex-axis represents the different days
on which the logs were taken.

Figure 1 indicates that the number of bytes shipped us-
ing Virtual Multicasting is less than normal data transfer. A
cumulative comparison is in Figure 2. Again, the number
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Figure 1:Comparison of Transfer Methods
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Figure 2:Cumulative Comparison of Transfer Methods

Figure 2 further demonstrates the potential for better
performance of Virtual Multicasting.

The total number of bytes transferred normally over
the log days examined was5:67 � 10

10. The number of
bytes transferred using the Virtual Multicasting approach
was2:99� 10

10, 52% less than the normal mode of trans-
fer. The biggest saving through the implementation of Vir-
tual Multicasting was71% and the smallest was19%.

This initial study shows that VMC has considerable
promise, and is worth further investigation.

4 Proposed Work

The main goal of this research is to provide a feasibility
study of VMC. It is thus necessary to focus on the prob-
lems with VMC and its implementation rather than the de-
tails of the protocols we are working with.

While FTP shows considerable promise, the FTP pro-
tocol does not lend itself to simple modification to test the
ideas further. We intend therefore to follow up with a more
detailed investigation of protocol changes to HTTP to en-
able VMC [2].

HTTP encapsulates all the file transfer mechanisms of
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FTP and is widely used as such. Furthermore, the protocol
itself is cleaner and better defined – particularly for our
purposes.

Once feasibility is demonstrated, other protocols will
be investigated. Ideally, VMC should be transparent, but
the initial focus is on demonstrating the benefits, rather
than on the most convenient implementation.

5 Conclusions

This section summarizes our preliminary results, and pro-
poses further work. Finally, we conclude by considering
the overall potential of both VMC and IMT.

The preliminary results show the potential for a signifi-
cant saving using VMC. Considering that this study did not
take network load into account, even better results can be
expected when the mechanism is accurately modeled and
simulated. More importantly though, the results show that
Virtual Multicasting is an idea worth further development.

Further work on IMT includes investigation of imple-
mentation issues for SAVoD, and investigation of further
application of the principles in other areas.

We further propose to investigate areas where VMC
can be implemented transparently, and modifications to
standard protocols where it cannot be implemented trans-
parently.

VMC is a promising approach to explore further. Once
we have completed our initial implementation, we will aim
to report results such as the trade-off between extra costs of
VMC and the benefits. We expect that the overall benefit
will outweigh any overheads we introduce, but measure-
ment will be required.

In general, the IMT approach is promising. Internet
bandwidth scales with users as well as with new technol-
ogy, and general experience has been that traditional mod-
els of communication very quickly result in loss of the ben-
efit of new bandwidth.

We believe that a new approach is called for, and IMT
(including its particular manifestations, SAVoD and VMC)
attempts to address this need.
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