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Abstract

If you cannot measure, you cannot manage. This is an age old saying, but still very true,
especially within the current South African cybercrime scene and the ever-growing Internet
footprint. Due to the significant increase in cybercrime across the globe, information security
specialists are starting to see the intrinsic value of logs that can ‘tell a story’. Logs do not only
tell a story, but also provide a tool to measure a normally dark force within an organisation.

The collection of current logs from installed systems, operating systems and devices is imper-
ative in the event of a hacking attempt, data leak or even data theft, whether the attempt is
successful or unsuccessful. No logs mean no evidence, and in many cases not even the oppor-
tunity to find the mistake or fault in the organisation’s defence systems.

Historically, it remains difficult to choose what logs are required by your organization. A num-
ber of questions should be considered: should a centralised or decentralised approach for col-
lecting these logs be followed or a combination of both? How many events will be collected,
how much additional bandwidth will be required and will the log collection be near real time?
How long must the logs be saved and what if any hashing and encryption (integrity of data)
should be used? Lastly, what system must be used to correlate, analyse, and make alerts and
reports available?

This thesis will address these myriad questions, examining the current lack of log analysis,
practical implementations in modern organisation, and also how a need for the latter can be
fulfilled by means of a basic approach. South African organizations must use technology that is
at hand in order to know what electronic data are sent in and out of their organizations network.

Concentrating only on FreeBSD PF firewall logs, it is demonstrated within this thesis the ex-
cellent results are possible when logs are collected to obtain a visual display of what data is
traversing the corporate network and which parts of this data are posing a threat to the corporate
network. This threat is easily determined via a visual interpretation of statistical outliers. This
thesis aims to show that in the field of corporate data protection, if you can measure, you can
manage.
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1
Introduction

O
NE of the earliest Information Security risks that necessitated the development of
protection was the computer virus, which was at the time primarily transferred
via floppy disk [Thadani, 2013]. As the years passed, however, technology be-
came more sophisticated. In today’s world most computers and cell phones are

connected to the Internet [Kende, 2012]. As technology is suppose to make life easier, people
became smarter. The days when war between countries were fought with explosives, guns and
knives are “replaced” by cyber war. There is no reason to expose any humans to dying “on the
front” and more due to the fact that technology can be used to break into systems, fly remote
controlled attack drones and attack or spy on the enemy or target. Cyber space is here and it
is real, but so is Cyber war. Looking at the comment “If there is fighting in the streets, we can
expect fighting on-line - attributed to an Estonian official during the ‘Cyberwar’ in May 2007”
it is also mentioned that a “digital civil war” may break out [Paget, 2012].

The conventional burglar, extortionist, fraudsters was replaced by the cyber criminal that sits in
front of his computer, looks for vulnerabilities on your computer systems and exploit them one
by one. This can be done for various reasons from personal satisfaction to the point of Industrial
espionage having significant financial reward. Organisations Internet facing servers, if found,
may be exposed for fun, theft or hacktivism.

1
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In this day and age an organisation must plan and incorporate Information security on a strate-
gic level in the organisation as Information Security is key. The strategy should be turned into
practise by having on the perimeter of the organisation items or solutions such as, Demilitarised
zones (DMZ’s), Intrusion prevention systems (IPS) devices, Data loss prevention (DLP), con-
tent filtering and Log analysis.

In the early days of the computer era systems were developed with minimal logging functional-
ity, primarily used for debugging purposes. As time past, storage became cheaper and increased
in size dramatically [Pingdom, 2010]. Logging was implemented within programs and systems
as a standard [Kreps, 2013]. Logs are not only used as a mechanism for debugging and problem
finding but as information and evidence in a court of law. If an electronic logs strategy is im-
plemented, aligned to best practices and law, logs can be used as evidence, can prove, without a
doubt, that a connection was made from A to B using protocol C and depending on the amount
of data logged even what transactions were done or data exchanged.

Logging are supported by many systems and programmes in this day and age ranging from
server, network equipment, database, access control, firewalls, Data loss prevention, Intrusion
Prevention systems, up to the Asymmetric digital subscriber line (ADSL) router running at
home. According to an article from govinfosecurity [Chabrow, 2012] “22 percent [of organiza-
tions] collect log data and process them exclusively with their SIEM systems” as per findings
by SANS. The amount of data that flows through our networks is enormous therefore organi-
sations should decide what should be logged, why the data is logged, how long the data must
be kept, how it must be collected and stored in order to be used in a court of law as well as
comply with legislation. In the case where log collection are implemented in a way that covers
the legislation aspect, organizations business requirements, Information and communications
technology (ICT) requirements and best practices, logs can be used not only as proof in a court
of law but up to a level that the logs can be used to identify problems, bottlenecks as well as tell
a story how a security event occurred. Firewall logs can be used not only for auditing purposes
but for having the capability to see what is happening on your network, how good or bad your
firewall is configured.

Due to the volume (number of log entries and size in MB) of data that travels over networks
it is difficult to have all systems logging all events, correlate, analyse the logs and present it in
real time as meaningful data in this day and age. Data can be Gigabytes in size within minutes.

The solution hints to be one where a magnifying glass is taken and a specific issue is investigated
in a lot of detail, rather than scanning across a wide field and spotting the outliers.
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1.1 Problem Statement

A major problem experienced by many organisations within South Africa are the fact that there
are no visibility on what is running on the organization network nor pro-actively monitoring
of logs in order to identify problems, cyber attacks, virus breakouts or unauthorised access
attempts. This is only on the negative side. On the other side of the coin are systems not
monitored in order to identify for example events that happen outside a baseline. An example
where a flag must be raised is when a employee working within the finance department is only
authorised to work during working hours, Monday to Friday 9am to 5pm, and the employee
authenticate to the financial system 2am over a weekend. This event must be logged, a red flag
raised and be investigated immediately.

The major problem that must be addressed is the fact that the myriad of electronic logs, from ac-
cess logs (physical and logical), system logs, to firewall and anti virus logs must be proactively
monitored 24 x 7. A baseline of normal activity must be defined where after any activity below
or above the baseline will raise an alert in an easy manner with minimal additional workload.

Without proper tools data on this level analysis would not be possible, and it is part of the aim
of this thesis to indicate ways to turn large amounts of data into usable information.

1.2 Research Methodology

Data gathering and analysis were primary used as research methodology during the research
project. Data from an corporate organization were use combined with custom built scripts and
programs to collect, analyse and visualise the relevant data.

1.3 Research Scope and Limitations

For the purpose of this thesis PF logs from the DMZ firewalls will be used to present graphs and
tables for denied logs only in order to identify possible security risks such as the use of programs
or scripts to connect into or out of the organizations network to steal, leak information, cause
damage to the organizations assets. This thesis must be viewed in the South African context as
data was only collected from a company within South Africa.
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1.4 Research Goals

The aim of this research was to build a proof of concept system that could store, analyse, and
visually present graphs as well as statistics of FreeBSD1 PF2 firewall logs by using an easy to
use open source solution that could be used within environments where FreeBSD and PF are
installed. The goals of the proof of concept system will be to:

1. store and forward the PF logs using a technology such as syslog.

2. store syslog events in a MySQL database.

3. correlate log entries (events per hour) .

4. present summarised blocked logs in the format of graphs, tables and maps.

5. identify blocked connections into the or out of the organization network.

6. identify alerts by analysing the PF logs with the proof of concept Visualisation System.

1.5 Document Conventions

Conventions that are used within the remainder of the document are as follows:

1. Where mention is made to an application or particular site, a URL will be provided as a
footnote.

2. The date and time format used within this document is Year-Month-Day hour:minute:second

3. The format used for ports are port number/protocol as per Internet Assigned Numbers
Authority (IANA3 ) for example Hypertext Transfer Protocol Secure (HTTPS) will be
listed as 443/tcp.

4. Where sensitive IP addresses were found, the first and second octet will be masked with
xxx.yyy

1http://www.freebsd.org/
2http://www.openbsd.org/faq/pf/
3http://http://www.iana.org/
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1.6 Document Structure

Remainder of this document is structured as follows:

Chapter 2 includes the Literature Review and provides an overview of key concepts that will
be covered during this thesis. This chapter will also present work published by researchers
working in the same field as the author of this thesis.

Chapter 3 describes how the source data was collected and imported into a database and the
structure of the logs and database.

Chapter 4 deals with how the proof of concept Graphing system were designed and how the
system works. This chapter will also cover the network architecture that were implemented
during the data gathering period. The configuration of the firewall and network will also be
discussed.

Chapter 5 constitutes the majority of this document. One case study is presented and explained
in order to show the reader how firewall logs can be used to identify security alerts and how
logs can be used to assist a firewall administrator to build a firewall rules template from firewall
logs.

Chapter 6 the findings obtained during the research are reflected upon.



2
Literature Review

T
HIS chapter will cover concepts that are used within this thesis. Several definitions
will be given with an explanation of how they integrate and complement each other.
Overviews will be given of work performed by other researchers working in the
same field of study. Digital forensics will also be covered in detail due to the fact

that logs often function as legal evidence.

The days of thieves stealing an organization’s data by breaking into a given physical location
are mostly in the past. Contemporary cyber crime is most often committed in front of the com-
puter rather than on the street, with the perpetrator hunting vulnerabilities in an organization’s
Internet-facing servers. If found, the modern cyber criminal exposes these weaknesses in order
to steal the data.

2.1 Crime

A crime is defined as when rules that are implemented and approved by a governing authority
or body are broken or not adhered to [Oxford-Dictionaries, 2014].

6
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In the world today there are certain rules and regulations implemented depending on where you
stay and circumstances for example, taking from a person something that does not belong to
you without the owners freely-given consent is considered as theft and is a crime [SAPS, 2013].

2.2 Cyber Crime

Cyber, according to the Oxford English Dictionary Online, describes that which is “relating to
or characteristic of the culture of computers, information technology, and virtual reality: the
’cyber age”’ [Oxford-Dictionaries, 2013].

From this definition, it is easy to see how the concept of ’cyber crime’ was gradually developed.
Cyber crime can be defined, therefore, as a criminal act done using a computer or other means
of electronic communication, such as public or private network [Yar, 2005].

Cyber crime can be defined more specifically as 1) the unlawful downloading of copyrighted
material such as software, music, videos; 2) the act of using electronic technology to gain
unauthorised access, initiate information leakage, or steal money from banks or institutions; 3)
deception, writing or distributing viruses, worms, and Distributed Denial-of-service (DDOS).
Even the act of publishing Intellectual property or confidential information electronically is
considered as cyber crime in some cases [Wall, 2007, Maat, 2009].

The legal parameters of the concept of cyber crime should also be noted, namely that when
user credentials are used without the authorization of the owner in order to gain access to an
electronic system, this act is considered as a cyber crime under the category of identity theft
[Granova and Eloff, 2004, Steyn et al., 2007].

In Figure 2.1 examples of cyber crimes are displayed in the outer white block. Moving to
the grey block, examples of mediums that are in use by cyber criminals today are displayed,
however the mediums that cyber criminals use grow by the day. Within the middle gold circle
examples of the impact that cyber crimes have on the world are displayed. Cyber crime is a
world wide problem and increasing every year [Sahil, 2011]
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Figure 2.1: Cyber Crime Example

2.3 What is a log data

The core of log data are logs, also known as log messages, which can be defined as the response
generated when an event is triggered by software, devices or computer systems. Below are
several examples of how log data are defined and used in real life:
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1. As soon as a Universal Serial Bus (USB) storage is connected to a USB port on a FreeBSD
server, a log entry will be added to the /var/log/messages file [Lucas, 2007, Lavigne,
2007].

2. When an user authenticates to a FreeBSD server, a log entry will be added to the /var/log/auth
file (default path) [Lehey, 2003].

3. When a PF firewall rule allows connections to a server, logging is enabled log or log all,
the PF rule are triggered and the initial packet or all packets are logged to /var/log/pflog
(default path), depending on the log settings chosen in the PF rule [Hansteen, 2014]

4. In cases where developers added the functionality to display activities performed by an
application, known as debug or verbose, such as Secure Shell (ssh) -v (-v enables verbose)
that prints messages during each action assisting in fault finding when an ssh session can
not be established [Barrett, 2005].

Severity and log level

When enabling and configuring data logging, there are several levels of severity and detail that
are saved in the log message, a process that can be configured.In this case there are several
severity levels whereof the severity level 0 is a high-severity. With this severity level critical
events are logged. With low severity level all events are logged, even the minute events. These
two severity levels are used mostly during fault finding or identifying critical events. Verbose
levels depend on the software as well as the vendor [Sadowski, 2010]. The higher the severity
and detail levels, the more events are logged, the more storage is required and the more details
are recorded for fault-finding or forensic evidence.

Combinations of severity and detail levels can be configured:

1. High severity and low detail: Low storage required and only critical events with minimal
information are available for analysis.

2. Low severity and low detail: Medium storage required and all events are available with
minimal information available for analysis.

3. High severity level and high verbose: Medium storage required and only critical events,
with detailed information, are available for analysis.

4. Low severity and high verbose: with detailed events: High storage required and all events,
with detailed information, are available for analysis.
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2.3.1 Collection of logs

With log data defined and the identification of which log data is valuable we must then identify
the storage required to save the logs. Should logs be stored locally, for example, or is a remote
location more suitable? Logs stored locally require huge amounts of storage, with the risk of
someone compromising them, either by altering or deleting logs. It is also difficult to manage
and monitor logs on several servers that are storing their logs locally. In the case of remote
logging the question becomes whether logs should be stored remotely in real time, requiring
additional dedicated bandwidth, or whether the logs should be sent at scheduled times to the
remote server. In cases where logs are saved remotely on a central server, huge amounts of
storage must be attached to the server and high powered servers are required for any analysis
[Sadowski, 2010].

2.3.2 Log Management

A critical part of identifying an unauthorised access, whether data was stolen and when, is
log management key. Implementing security solutions, software, policies and procedures is
fruitless if the logs do not exist. These logs may be access logs from routers, logs indicating
who logged on and from where, and which user accessed what data and when. This is part of
accountability. In several reports it is revealed that when data is stolen from a organization they
are not ultimately able to identify the attack, whether it was internal or external [Armerding,
2012], for precisely this reason.

Physical and logical security controls must be linked to a trusted time source and all data re-
ceived must be stored in a secure physical and logical way. Integrity, availability and account-
ability are key when the need arises to use the data in a court case, in fault finding and in
investigations. [Pan and Batten, 2005]

2.4 Hacktivism

Hacktivism describes the use of computer equipment or digital tools to promote political ends,
such as free speech or human rights, or to expose corruption and promote global freedom.
Hence a ’hacktivist’, or a hacker that hacks for political reasons or social causes is seen as
a criminal. Whereas a hacker breaks into systems to steal information or to cause harm, a
hacktivist does the same but for political reasons [Whitney, 2004].
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Anonymous is a group of hackers that believe that all information should be free. The group
claim to have no structure or leader and not are not part of a group but ”everything and nothing”
[Olson, 2012]. Anonymous are seen in some instances as heroes but according to the law they
are labeled as a group of hacktivist hackers.

An example of a reported incident where hacktivists made additional information including
video, data and email data available to the public in regards to the Steubenville, Ohio incident
where a girl was allegedly raped. “In this case, as in all others, Anonymous explains its actions
as contributing to the common good, by exposing corruption and offering an avenue of justice
for the victims” [Marczak, 2013] In this case Anonymous, a hacktivist group, ignored the pri-
vacy barrier and made information about this issue available to the public in order to generate
controversy and, potentially, social change.

Another hacktivist incident, again involving Anonymous, saw the group claiming to have stolen
credit card data from the United States Security Department, making a U.S Homeland Security’s
employee contact information, as well as credit card details, available on the Internet. As Cody
Stultenfuss stated in his article “Hackers target US security think tank”, “They took money I
did not have, I think why me? I am not rich.” to the Associated Press [NDTV, 2011].

While some may argue that hactivism promotes social good, according to law hacking where
unauthorised is illegal therefore hacktivism is an illegal activity.

In the article “2011 the year of the hacktivist“, Verizon data breach report reveals [Warwick,
2012] it is stated that during the year 2011 hacktivists stole 58% of data, and hacktivist attacks
are on the rise. This article further states that: intrusions into smaller organizations are often not
detected due to a lack of skilled resources and technology. On the other hand, larger organiza-
tions can also miss the signs of intrusions, as the skilled resources and technology required are
often only appointed and installed to comply with minimum requirements. It is for this reason
that logs must be mined for suspicious activity due to the fact that analysed logs usually identify
breaches [Warwick, 2012].

2.4.1 Viruses

Computer viruses are small computer programs or scripts that were written to negatively affect
or damage a computer. Some of the first computer viruses was made known in the 1970s, in-
cluding Creeper, an early virus written by Bob Thomas, which was a self a replicating program
first detected on the Advanced Research Projects Agency Network (ARPANET) [Judith, 2012].
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The first virus for Microsoft Disk Operating System (MS-DOS) was BRAIN, released in 1986
[TechExpert, 2007]. BRAIN replaced the MS-DOS boot sector that was formatted with File
Allocation Table (FAT) with a copy of the virus, and the original boot sector was moved to a
sector marked as bad. The damage caused by viruses is widespread and covers a broad spec-
trum; with the advancements in technology viruses are used by criminals to steal data, destroy
data encrypted data and held for ransomed [Wilding, 2006, Gifford, 2009].

Anti-virus software, including anti-malware and anti-spy-ware, is a must for organizations
[Mills, 2012]. The software and definition files must be updated daily as there are constant
“0 day” exploits that are made known. Storage mediums such as CD’s, DVD’s, USB [Brown,
2011], storage on cell phones and tablets, memory sticks are used on a daily basis and can all
transfer viruses. Without the employee knowing, malicious software could be transferred from
medium to medium or unknowingly downloaded from the Internet. If there is no updated Anti-
virus package running on the organization’s computer to which the devices are connected, data
integrity could be compromised, even sent to the outside world (data leakage). Most organiza-
tions’ computers are connected to the Internet, and by default HTTP (80/tcp), HTTPS (443/tcp)
and SMTP (25/tcp) are all allowed to access the Internet. They are therefore used by hackers
(external threat) and employees (internal threat) to leak organization data [Asaf et al., 2012].

2.4.2 Trojan Horse

The Trojan horse is so named as a reference to the mythical conclusion of the seige of Troy given
in Ancient Greek poetic accounts. When the Greeks found they could not penetrate the city of
Troy, a wooden horse was given as a peace offering [Burgess, 2001]. The gift was accepted and
moved to within the walls of the city. However, during the night Greek soldiers hiding inside
the hollow body of the horse opened its false door and unlocked the gates of the city while it
slept. To return to the subject of this thesis, unless you are a developer who understands the
programming language used to develop the program, have the source code of the program and
have the time to verify every piece of a program’s code, no one will know what other programs
are hidden within a program. Also referred to as ’back doors’ for obvious reasons, trojan horses
are known to be used for collecting data as per a designed program code; in many cases they
send data to a server hosting a service such as File Transfer Protocol (FTP).
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2.4.3 Rootkit

Rootkits are software tools developed to gain administrative access to a computer. Rootkits are
usually installed after a computer is compromised when an attacker uses an exploit or attaches
the rootkit to a trojan horse. Depending on how the rootkit is developed it may serve as a back-
door into a computer, modifying logs; it may even act like a worm and infect other computers
[Rouse, 2008]. The collective name ’virus’ should in this day and age be seen as an advanced
program that has the ability to intelligently spread, collect information, destroy information
sniff packets, be controlled as part of a bot network or even gather information about a network
or system over long periods of time.

2.4.4 Firewalling

Some typical Network Security devices are firewalls and Intrusion Prevention Systems (IPS). A
firewall (access list) is the first line of defence. It will only allow data to flow as per specified
policy (source Internet Protocol (IP), source port, destination Internet Protocol (IP), destination
port and protocol). For example, if data flow in a policy is specified to allow web traffic (port
80) from the Internet to the organization web-server using only HTTP, only HTTP traffic will be
allowed to the specified server on the specified port. In the case of a hacker sending a Structured
Query Language (SQL) injection over HTTP, the firewall will allow the traffic to the web-server
as long as the hacker sends the traffic to the allowed destination server IP and port. [Sammut,
2012].

2.4.5 Intrusion Prevention Systems

An IPS will inspect the payload of a packet and either perform a packet analysis, attack sig-
nature matching or both. If in this case the IPS is installed after the firewall and it has the
capability to ’drop’ identified attacks the IPS will ’receive’ the packets from the firewall, in-
spect them and in this case drop the SQL injection before it reaches the web-server. According
to IBM their Proventia Network IPS can monitor, detect and block attacks, to name a few of its
functions [IBM, 2011]: “Application attacks, Attack obfuscation, Cross-site scripting attacks,
Data leakage, Database attacks, DoS and DDoS attacks, Drive-by downloads, Insider threats,
Instant messaging, Malicious document types, Malicious media files, Malware, Operating sys-
tem attacks, Peer-to-peer, Protocol tunneling, SQL injection attacks, Web browser attacks and
Web server attacks”.
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2.5 Network Telescopes

Network telescopes are usually installed within a public subnet that does not host any services
or any legitimate traffic. These telescopes will capture and analyse all traffic received within the
subnet. Analysing and categorising these packets will help identifying Internet worm spread,
DOS attacks, scanning of IPs and services within the subnet [Moore et al., 2004]. By im-
plementing these network sensors in several locations across cities and even countries, virus
spreads and attacks can be viewed on a global scale while they likewise pinpoint the precise
origins of attacks.

Several papers discussing network telescopes were found concentrating on the analysis of net-
work telescope data. The research work conducted by Irwin [2011] and Cowie [2012] were
used as reference for logs analysis in this project.

In the article “Deep Packet Inspection using Parallel Bloom Filters”, techniques are made avail-
able to detect pre-defined data strings within packets travelling at wire speed. These techniques
were used within my research project to identify usable data at high speeds [Dharmapurikar
et al., 2003].

Deep packet inspection using regular expressions, as published in “Fast and memory-efficient
regular expression matching for deep packet inspection” [Yu et al., 2006], states that using their
DFA-based implementation can be faster than the widely used NFA implementation.

2.6 SIEM

A SIEM solution is mainly used within the Information Security environment to collect logs
from several different devices and applications across an IP network. It can then correlate
events, identify risks, as well as take action on triggered events. There are many SIEM (Se-
curity information and event management) [NetworkComputing, 2012] systems in the industry
that does analysis of logs, correlation with a central console. Examples of such opensource and
commercial systems are Alienvault4, OSSIM5, Securityonion6, IBM Security QRadar7, Secu-
rity Information and Event Management (SIEM)8.

4http://www.alienvault.com/
5http://www.ossim.org/
6http://securityonion.net/
7http://www-03.ibm.com/software/products/en/qradar-log-manager/
8http://www.mcafee.com/us/products/siem/index.aspx/
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2.6.1 What does a SIEM do?

A SIEM solution does centralised log analysis. In the case where an attack is detected by the
SIEM solution the latter will take action by informing the relevant engineers or taking counter
measures, all depending on functions and configurations. SIEMs are also used for identity
management, identifying problems on the network and lastly for policy monitoring [Karlzén,
2009]. SIEM’s are a crucial part of any organization.

SIEM‘s are designed to collect data logs from several devices such as firewalls, switches,
servers, Intrusion prevention systems using different protocols such as Simple Network Man-
agement Protocol (SNMP), Internet Protocol Security (IPsec) , Simple File Transfer Protocol
(SFTP), Secure Copy Protocol (SCP) and SYSLOG. In several cases a software agent must be
installed to collect the data and can be costly, taking time and effort into consideration. This
kind of log collection can be done in a either push or pull state. The pull action is where logs
are retrieved by the SIEM as per scheduled time intervals and push action is when the device
sends the logs to the SIEM as per scheduled time intervals.

2.6.2 Why is a SIEM necessary?

Security events - an abnormal network activity that was identified or a spike in data flow above
the baseline, for example - can be an early warning of a possible hacking attempt (Security
breach). It has been shown in several articles that in some cases organizations only found out
days after the attack that their security were breached and data was stolen [Mills, 2012, Lewis,
2013, Woollaston, 2015]. If the organization in the article implemented a logging solution with
a baseline and event management they would have realised that their data had potentially been
exposed to unauthorised access through their network.

In Figure 2.2 a high-level architecture is made available to the reader where examples are given
of what systems can connect with different mechanisms to the SIEM solution, as explained in
Section 2.6.
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Figure 2.2: SIEM Architecture

In Figure 2.3 a example of a SIEM installation distributed over three cities is presented. Events
are gathered in Bloemfontain, as per A in Figure 2.3, and logs and events are passed on to
the Local SIEM server (C) in Bloemfontein where logs and events are then correlated. From
here on the correlated data is sent on scheduled basis, as per D, to the Master SIEM server in
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Pretoria. The same happens for the events and logs that are sent from device,s as per I in Figure
2.3, to the local server (G) where the data is saved and correlated. The next step is to send the
correlated data, on a scheduled time, to the Master server in Pretoria where the data is stored.
Alerts can be raised in each local server, namely the Bloemfontein Server (C) and the Cape
Town Server (G). With all data in a central repository reports can be requested, data analysed
and alerts raised.

Figure 2.3: Distributed SIEM Architecture
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2.6.3 Statistics with regards to SIEM

According to an article from govinfosecurity Chabrow [2012] “SANS found that 58 percent of
organizations use a log manager to collect and analyse data; 37 percent employ SIEM systems
in some capacity and 22 percent collect log data and process them exclusively with their SIEM
systems”.

If 58 percent of the sampled organizations used some kind of log manager it follows that 42
percent of the sampled organizations have installed devices such as firewalls, IPS’s and several
others without any Log Management and Event Management (SIEM).

In the sampled data it seems that only 22 percent of the sampled organizations are using Security
Information and Event Management (SIEM) correctly.

Taking the above statistics into account, less than 87 percent of the sampled organizations will
not be able to comply with compliance audits.

Further, in “Magic quadrant for security information and event management” [Nicolett and
Kavanagh, 2011] it is stated that as per the survey by Ernst & Young 80% of organizations that
are implementing SIEM are doing so to comply to legislation.

2.7 Criteria for a good SIEM system

A presentation by Dr. Anton Chuvakin [Chuvakin, 2011] defines five of the best practices as
well as the five worst practices for choosing and implementing a SIEM. There are several other
best practices, however, that should also be considered:

1. Create a functional specification of what is required for the solution.

2. What devices are used within the organization and which of these devices, operating
systems, and system must be supported?

3. As part of the functional specification, the architecture team must agree with the security
specialists and decide on the collection mechanisms that must be supported, for example
SNMPv3. syslog, but not third party agents.

4. How user-friendly is the solution and is the rules customizable?



CHAPTER 2. LITERATURE REVIEW 19

5. What are the limitations in regards to the storing of data, and is it scalable? This is crucial
as event data can be Gigabytes of data per device per day. Storage of events complying to
legislation and organization policies is important due to the fact that if data is not in the
database it can not be analysed or reported on.

6. Make sure that the solution complies with the organization’s patch management policy;
if not, the policy must be updated.

7. One of the most crucial parts of the solution is date and time. In cases where an organiza-
tion must collect data from different time zones the solution must be able to handle time
zone offsets.

8. Scalability: The solution must be able to process the collected events from all devices at
a required rate.

9. Expandability must be considered as more devices are installed on a yearly basis and the
number of logs that are logged is increasing by the day.

10. The security requirements must be part of the functional specification. The security re-
quirements will cover how data is collected (whether encrypted or not), what triggers
must be available, what mechanisms are required for event escalation and management
up to the segregation of duties within the solution.

11. Scalability, in the sense of integrating the alert management into a current ticketing sys-
tem.

12. The ability to add custom reports and triggers.

13. Depending on legislation, organization policies and archiving standards, data must be
kept for X amount of years. The ability to archive data must be a default feature.

14. Security role work-flow must be customizable or fit into a given organization’s processes
as defined in the functional specification document.

15. Data integrity must be guaranteed depending on organizational policies and functional
specifications.

16. Customization of the solution by having the capability to programmability add features.
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2.8 FreeBSD

This section will describe what FreeBSD is, where it is utilised in the digital world as well as
some of the functionalities offered. FreeBSD is a well known Unix-like operating system that
is freely available for download and usage thereof. Many Internet companies such as Yahoo
run mostly on FreeBSD due to the stability and performance FreeBSD offers [Lucas, 2007,
Goodkin, 2014].

FreeBSD can be be installed as the base operating system, and ports can be installed that will
enable services for your organization, such as

• Firewalling

• Proxy server

• Webserver (HTTP & HTTPS)

• Database (MySQL)

• Time server (NTP)

• Domain Name server (DNS)

• File server (FTP, FTPS)

• E-Mail mail relay server (Exim)

• DHCP server

• TFTP server

• Syslog server

2.9 Packet filter

In this section packet filter (PF) will be discussed. Since the launch of PF in 2001 by OpenBSD9,
it has become one of the most powerful free tools used for firewalling, traffic management as
well as with load balancing by combining PF with CARP and pfsync [Hansteen, 2014].The
main functionality of PF is to analyse network traffic and match the packets received against the
filtering criteria that were configured. The criteria can be a combination of the following:

9http://www.openbsd.org/
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1. Source address: The IP address of the source from where the session is initiated.

2. Destination address: The IP address of the destination IP to where the session is initiated.

3. Protocol: The protocol used to the connection such as Hypertext Transfer Protocol (HTTP).

4. Source port: The source port number from where the session is initiated.

5. Destination port: The destination port number to where the session is initiated such as
80/tcp that are used as a standard for the HTTP protocol.

6. Interface: The network interface where the packets will enter or exit.

7. Direction: The direction in which the packets will be entering or exiting the interface; as
an example, an HTTP packet will arrive at the Internet interface em1, the packet direction
will be in on em1 and out on em0 where em3 is the interface connection to the network
where the HTTP server is hosted.

The PF kernel is packaged as part of the operating system kernel adding an advantage of faster
processing (speed) to PF. FreeBSD fist added PF into the base system from version 5.3, 2004
and from there it has been part of FreeBSD. Other BSD flavours such as DragonflyBSD10 and
NetBSD11 have also included PF.

2.10 Digital forensics

Combining terminology already discussed, digital forensics describes a proven scientific tech-
nique that is used to investigate digital evidence.. Typical examples of digital evidence are cell
phones, hard drives, etc. Digital forensics are well known in the world of hacking, fraud, piracy,
digital theft as well as in several other areas [Valjarevic and Venter, 2012].

An example of a digital forensics investigation begins when digital theft is identified and the au-
thorities are informed of the crime. The digital forensics team will then investigate the reported
crime by examining the crime that was committed, identifying, collecting and storing evidence.
All of this however needs to be done in a legally accepted manner.

It should be clear now that the steps that must be followed by the digital forensics team (Col-
lection, Examination, Analysis, Reporting) [Kent et al., 2006] will include but are not limited
to:

10http://www.dragonflybsd.org/
11http://www.netbsd.org/
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1. Compliance with legal processes for the collection.

(a) Identification of the trail of evidence (digital data sources) as well as where the
possible digital evidence may reside.

(b) Authorisation by the owners and users of the identified digital devices to proceed,
or a warrant from court to do a search, seizure.

(c) Compliance with the legal requirements with regards to the manner in which digital
evidence is collected and handled (chain of evidence).

2. Storing the digital content such as logs, hard drives and other identified media.

3. Analysis of the digital evidence.

4. Compiling reports that will be used as evidence during prosecution or civil suits.

2.10.1 Define forensic readiness

With the Internet growing on a daily basis we are constantly exposed to threats and attacks
that cause increased risks for individuals. This applies to Government Institutions, public and
private organizations as well as individuals. It is imperative that we respond to these attacks to
ensure that any given organisations reputation as well as its assets are safe-guarded. To achieve
this, evidence must be collected in a legally acceptable manner. Most attacks will lead to legal
prosecution, therefore the manner in which evidence is collected, stored and analysed is crucial
[Tan, 2001].

The main goal of forensic readiness is to make sure that an organization can collect usable
digital evidence in a legally accepted manner, when the need arises, while minimising forensic
cost during an incident [Rowlingson, 2004] to ensure a successful conviction of a criminal.

2.10.2 Necessity of an organisation to be digital forensically ready

The digital forensic process forensically collects digital evidence before and/or after the event
in a legally accepted manner [Rowlingson, 2004, Burrows, 2013].

As we know, most organizations do not want to spend money on technology or on the creation
of additional processes that does not provide a return on investment. An example of this is the
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implementation of additional security measures, such as an intrusion prevention system, that
will guard or warn the organisation against possible hacking attempts.

A typical response from management might be that there is no budget for a system. In these
cases the day that a website is compromised the security section will be called, required to
explain how and why the website was compromised. A usual response at this point is for
management to request the implementation of what is necessary to prevent the breach in future
[Cyfor, 2012].

2.10.3 Digital forensically ready preparation and components

In order to be forensically ready any organisation will have to:

Implement policies and procedures: This will guide the organisation’s digital forensic readi-
ness. Policies are key due to the fact that the policy defines the rules that guide future decisions
in order to make sure that the organization can collect usable digital evidence in a legally ac-
cepted manner when the need arises. This will also help minimise forensic cost during an
incident [Tan, 2001].

Do data classification: This will assist the investigators in the way that the data is treated by
the organization after an incident occurred. There is a significant value (both monetary and or-
ganizational) difference between confidential data and secret data. Depending on organisational
policies, certain data will be encrypted, such as Intellectual property (IP) data or organizational
secret, whereas other data will be treated as public knowledge. [Carol et al., 2007].

Enhance access control: The implementation of two-factor authentication is a valid example.
This may be to enter into an office or to log on to a system. By implementing two-factor
authentication (an access card with a biometric fingerprint) linked to a trusted time source it
can be proved beyond reasonable doubt proof that the individual did enter the building and had
access to a specific area where an incident occurred.

Security zones: Physically zone your organization with access control. The zoning of the
organisation will restrict access in levels to employee areas. By limiting access to certain areas,
it will be easier to identify what went wrong or who did what when a crisis arises [Grobler and
Louwrens, 2007].

Physical security components: Implement physical security components such as Closed-
circuit Television (CCTV) cameras. CCTV is a critical part of any security implementation.
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By recording access to the server room, linking the video footage to a trusted time source and
using two-factor authentication organizations can provide evidence for a strong case where the
legal representative must prove that the employee was not in the location at the time of the
incident [Rowlingson, 2004].

Enable logging on all critical systems: Linking logging to a trusted time source and trusted
storage will make available data on what transactions were done, when and by whom. This is
critical evidence during a cyber investigation [Tan, 2001, Rowlingson, 2004].

2.10.4 Digital Forensics and data logs

An important question is where data logs fit into digital forensics. The answer to this question
is that data logs are a critical source for any forensic investigation [Sadowski, 2010]. Data logs
can also be utilised as digital evidence if properly managed and if the chain of evidence is not
compromised.

2.11 Summary

Several definitions was made available to the reader with an explanation of how they integrate
and complement each other. Overviews was given of work performed by other researchers
working in the same field of. Digital forensics was covered due to the fact that logs often
function as legal evidence. The importance of collecting and analysing logs were discussed.
It is clear that all organizations must implement solutions such as a SIEM in order to enhance
security as well as comply of policies and best practices.

In Chapter 3 the reader will be presented with the ways in which data was collected from an
organization’s firewall, how that data was stored, and how it was then transferred to a central
server. The database layout will be discussed, along with the method for importing the data
into the database. Chapter 3 will also provide the reader with an analysis and summary of this
process, along with relevant material such as statistics on data compression - and its advantages
and disadvantages - with regards to data collection and storage.



3
Data Collection

I
N this chapter we will be focusing on the data that was used to compile this thesis. This
chapter begin by defining how the data was collected. After the explanation of data
collection we will be looking at the data structure, from the raw logs up to the stage
where data is stored within the database.

For the purposes of this project data was collected only on the DMZ connecting the organization
network to the Internet, via the use of several technologies as discussed in this Chapter. This
examination will consider only PF logs from one sensor, however, due to availability and the
huge amount of logs received from the firewall as per Figure 4.1. In order to identify only
relevant data it was decided to concentrate on all blocked events, as these events should not
enter or exit the organization network. Full pcap logs were excluded from this study due to the
amount of data received (denied initial packet events in the logs) as per Table: 3.3.

In Figure 3.1 the reader is presented with the flow diagram for the data collection, data analysis
and data presentation. When IP packets are received by the PF firewall each connection is
analysed and, depending on the configuration, the connections are dropped, denied, reset or
allowed. As an added function, depending on the configuration, the connections are either
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logged or not. In our case all connections not allowed are dropped and logged as per A in
Figure 3.1.

Figure 3.1: Data Collection Process

The next step is for the raw pflog to be sent to the syslog engine using logger as per B in Figure
3.1. In order for the syslog server to start during the boot process the configuration in the rc.conf
file must be amended as per Code Listing 3.1.

The raw logs are processed and converted to text and sent to the syslog server. This forms part
of tasks B and C in the process (Figure 3.1). The code used to accomplish the conversion of
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raw logs to text to the syslog server is defined in Code Listing 3.2

Code Listing 3.1: BSD rc.conf configuration for Syslog
1 # / e t c / r c . c o n f
2 syslogd_enable=”YES”
3 syslogd_program=” / u s r / s b i n / s y s l o g d ”
4 syslogd_flags=” ” # Flags t o s y s l o g d ( i f e n a b l e d ) .

Code Listing 3.2: pflog to syslog
1 # ! / b i n / sh
2 #
3 / usr / sbin / tcpdump −n −e −i pflog0 | / usr / bin / logger −t dmz_fw −p local0 . info −h 1 0 . 1 2 0 . 6 0 . 6 0←↩

&
4 #
5 # tcpdump p a r a m e t e r s :
6 # −n Do n o t c o n v e r t a d d r e s s e s or p o r t numbers t o names
7 # −e P r i n t t h e l i n k l e v e l header on each dump f i l e
8 # − i S t i p u l a t e s t h e i n t e r f a c e tcpdump must l i s t e n on
9 # l o g g e r p a r a m e t e r s :

10 # − t S p e c i f i e s t h a t e v e r y l i n e must be mareked as a t a g and n o t t h e d e f a u l t
11 # −p S p e c i f i e s t h e p r i o r i t y and message
12 # −h S p e c i f i e s t h e h o s t t h e d e s t i n a t i o n IP where t h e message must be s e n t

In Code Listing 3.3 a single syslog entry is displayed. Taking a closer look at the syslog entry
the reader is made aware of the following important fields used within this thesis, which are
displayed within this example syslog entry:

1. Date: Specifies the date the event was triggered.

2. Time: Specifies the time the event was triggered.

3. Firewall IP: The IP of the Firewall where the event was triggered is added to the log entry
in order to identify firewall in question.

4. Action: Specifies the action the firewall enforced, defined by the PF rules when the event
occurred.

5. Direction: Specifies the direction the entry was logged, in or out as an example.

6. Interface: The interface defines on which interface the event was triggered and logged.

7. Source IP: Specifies the IP of the source devices initiating the connection.
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8. Source Port: Specifies the source port of the Source devices initiating the connection. The
source port is also used to track a session.

9. Destination IP: Specifies the IP of the destination devices to which the Source IP is initi-
ating a connection.

10. Destination Port: Specifies the destination port of the service to which the source IP is
initiating the session, for example, a web server running 80/tcp.

11. Protocol: Specifies the system the service is running on the destination IP. An example of
a well known protol running on the Internet is HTTP as a web server.

With the information available within the syslog entry as per Code Listing 3.3, the event can be
tracked from where the connection was initiated through to the destination, where the event was
logged, what protocol was used and at what date and time the event was logged or triggered.

Code Listing 3.3: BSD Syslog entry
1 # s y s l o g e n t r y
2 Aug 2 0 0 : 0 0 : 0 0 1 0 . 1 0 . 2 2 5 . 3 3 0 0 : 1 4 : 0 5 . 2 6 4 6 3 7 rule 0 / 0 ( match ) : block in on em1 : ←↩

1 0 . 1 0 1 . 2 0 3 . 1 4 6 . 3 9 9 4 > 2 1 8 . 2 4 4 . 1 5 8 . 2 0 5 . 4 9 4 9 : tcp 20 [ bad hdr length 8 − too short , < 20]

The next step is for the syslog server to receive the syslogs as per D in the Figure 3.1 and
write the data to a text file. In this case the logs are rolled over every 24 hours after the logs
are imported into the Visualisation database as per Code Listing 3.4. The configuration for the
writing of data to a text file is displayed in Code Listing 3.5

Code Listing 3.4: BSD newsyslog.conf configuration
1 # / e t c / n e w s y s l o g . c o n f
2 # l o g f i l e n a m e [ owner : group ] mode c o u n t s i z e when f l a g s [ / p i d f i l e ] [ s ig num ]
3 / data / syslog / dmz / GP−DMZ−fw . log 600 364 * @T00 JC

Code Listing 3.5: BSD syslog.conf configuration
1 # / e t c / s y s l o g . c o n f
2 # DMZ F i r e w a l l l o g s
3 + 1 0 . 1 0 . 1 0 . 1 0
4 * . * / data / syslog / dmz / GP−DMZ−fw . log
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3.1 Importing of logs into the database

There are two options that can be used to import the syslog data as per E in the flow Diagram
3.1 into the MySQL database.

1. Option 1: If only one syslog file is to be imported into the MySQL database, the shell
script as per Code Listing 3.6 can be edited and executed

2. Option 2: Where multiple syslog files are to be imported into the MySQL database, the
shell script as per Code Listing 3.7 can be executed in order to import all syslog files in
the directory as per Code Listing.

Code Listing 3.6: Single log file import into DB
1 # S i n g l e l o g f i l e i m p o r t i n t o DB
2 # ! / b i n / sh
3 c a t / home / dirkc / logs / 2 0 1 4 / 0 7 / GP−DHA−DMZ−fw . log . 0 | / usr / l o c a l / www / apache22 / data / import_logs /←↩

pfanalyse4 . pl −y 2014 −d DMZ −v

Code Listing 3.7: Batch log files import into DB
1 # Batch l o g f i l e s i m p o r t i n t o DB
2 # ! / b i n / sh
3 f o r i in / home / logs / 2 0 1 4 / 0 7 / GP−DMZ−fw . log . * ; do c a t $i | / usr / l o c a l / www / apache22 / data /←↩

import_logs / pfanalyse4 . pl −y 2014 −d DMZ −v ; done

The Perl script and syslib file that was used to import the syslog file into the MySQL traffic copy
table within the traffic database are displayed in Code Listings 6.2 and 6.3

3.2 Summarization of data entries

After the logs are imported into the traffic copy table within the traffic database, a SQL query
as per Code Listing 3.8 is initiated in order to summarise the data entries. A new table is then
created with the SQL query, namely srcip dstip dstport hour, where all entries are summarised
per hour.
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Code Listing 3.8: Summarization of data entries
1 DROP TABLE IF EXISTS ` srcip_dstip_dstport_hour ` ;
2 CREATE TABLE srcip_dstip_dstport_hour AS

3 SELECT STR_TO_DATE ( CONCAT ( packetdate , ' ' , MAKETIME ( hr , 0 , 0 ) ) , '%Y−%m−%d %H:%i:%s ' ) AS dttime←↩
, src_ip , dst_ip , dst_port , action , SUM ( src_ip_total ) AS sessions , protocol , d

4 evice

5 FROM

6 ( SELECT DAY ( packetdate ) AS dy , HOUR ( packetdate ) AS hr , src_ip , COUNT ( src_ip ) AS ←↩
src_ip_total , dst_ip , COUNT ( dst_ip ) AS count_dst_ip , dst_port , protocol , action , date (←↩
pa

7 cketdate )
8 AS packetdate , device

9 FROM

10 traffic_copy group by dy , hr , src_ip , dst_ip , dst_port , protocol , action ORDER BY dy , hr , ←↩
dst_port , device ) ALIAS

11 GROUP BY hr , dy , src_ip , dst_ip , dst_port , protocol ORDER BY packetdate , hr , action , ←↩
src_ip , dst_ip , dst_port , sessions , protocol , device desc ;

3.3 Compression Evaluation

Data compression is a critical part of the storing and/or archiving of data and logs. It is important
to note that the hardware used has an influence on the compression and decompression time, as
well as on additional processing time. Due to the fact that when text files are compressed with a
compression ratio of, for example, 1:16, a text file of 600MB in size without compression may
be shrunk to 37MB with compression. The advantage of compressing text files for log retention
is the fact that less storage space is required for files that are stored in compressed format. Send-
ing a 1GB log file (text only) file from point A to B with a communication medium speed of
10Mbps may take up to 15 minutes (assuming that no other data is simultaneously transmitted
on the communication medium). By compressing the 1GB file to 55MB with a compression
ratio of 1:15, the compressed file can be transmitted over the same 10Mbps communications
medium (again, assuming that no other data is simultaneously transmitted on the communica-
tion medium) in under a minute. The disadvantage of storing compressed text data is that when
the data must be accessed the file must first be decompressed to memory or storage, which will
necessarily increase the process time, depending on the hardware used.

For the purposes of this thesis, when logs are rotated by the system every 24 hours they are com-
pressed using a compression tool named bzip212. The compression ratio for 5 compressed files,
as well as their uncompressed and compression ratio, are listed in Table 3.1, with an average
compression ratio for the 5 files of 1:15.51. This means that for each 15MB of uncompressed
syslog data the compressed syslog file will be 1MB in size using BZ2.

12http://www.bzip.org/
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Table 3.1: Text log compression ratio

File Compressed Uncompressed Compression Compression Decompressing
Number size (MB) size (MB) Ratio Time (seconds) Time (seconds)

1 105 1600 1:15.23 364 35

2 102 1700 1:15.68 386 34

3 37 609 1:16.45 145 12

4 95 1400 1:14.73 326 32

5 100 1500 1:15 341 33

During this research a large text file, uncompressed, was transferred over an organizational
network. In Table 3.2 the data captured for the transfer is made available to the reader. The
4.7GB file was transferred from the source to the destination in 39 minutes, or 2340 seconds, at
4am in the morning. By taking a average compression ratio of 1:15 from Table 3.1, the file size
should be 314MB. If we could transfer the same file over the network at 16Mbps the transfer
rate should be 150 seconds. The additional time for compression should be 295 seconds, with
104 seconds for decompression. By adding up the compression time, decompression time and
transfer time the total time for compression, decompression and transfer time was 549 seconds,
or 9 minutes.

Table 3.2: Transfer speed and time

File Size (MB) Average Transfer Transfer Time
Number speed (Mb/s) (Minutes)

1 4720 16 39
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3.4 Data Collected

Table 3.3 displays the data collected. By performing estimates on the data within the table it
is shown that the average data collected per month is 7.6GB, with 85,885,111 syslog entries or
rows in the MySQL database. The estimate for 1 year’s worth of logs for one Firewall is 91GB,
with 1,030,621,332 syslog entries or rows in the MySQL database.

Table 3.3: Firewall log data Collected

Description Value

Date Range 2014-03-01 to 2014-04-30
2014-07-01 to 2014-07-31

SENSOR Count 1

DATA Collected over 3 months (INPUT SIZE) 23GB

DATA Collected over 3 months (INPUT ROWS) 257,655,334

DATA imported in to MySQL table traffic copy (ROWS) 257,655,334

DATA imported in to MySQL table srcip dstip dstport hour (ROWS) 7,723,195

3.5 Database Layout

In this section the database layout will be presented on a high basic level as this layout were
only used as a proof of concept. For this database layout four tables were used, namely:

• country codes

• ip lookup

• srcip dstip dstport hour

• traffic copy

3.5.1 Table traffic copy

The country codes table structure is made available as (A) in Figure 3.2. Within this table all
syslog data that was received is imported before any summarization is done. The table is then
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used to build the srcip dstip dstport hour structure table after the summarization program is
executed. By adding additional functionality, such as storing the hash value for each data entry
before the data is imported, this method adds some data integrity to the system. This table
consumes the most amount of disk space as all events are stored.

3.5.2 Table srcip dstip dstport hour structure

The Table ip lookup structure is made available as (B) in Figure 3.2. Within this Table all
summarized data - data used for the analysis and presentation of findings in a visual sys-
tem - is stored. Data is summarised by counting how many times the same event occurred
within a time interval of one hour. Only one of these events is saved within the Table sr-
cip dstip dstport hour structure table, which also provides a count of how many times the event
occurred within the hour.

3.5.3 Table ip lookup

The Table ip lookup structure is made available as (D) in Figure 3.2. Within this Table are
several fields, including most significantly ip start, ip end, where country and city were stored.
These fields within the Table, as well as fields in the Table country codes, are used to identify
the location of a identified IP as per Figure 4.10. The ip start and ip end are stored as integers
by passing the IP address to a Mysql command, namely inet aton(“IP Address”), which then
generates the numeric value. The IP address is displayed by sending the numeric value to the
MySQL command inet ntoa(numeric value), which then generates the IP address.

3.5.4 Table country codes

The country codes Table structure is made available as (C) in Figure 3.2. Within this table the
2 letter international country code as well as the name of the country were stored. This table is
mainly used to extract the country name from the table by providing the 2 letter country code
in several of the SQL scripts used within the proof of concept system.
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Figure 3.2: Database layout

3.6 Data Analysis

Several PHP programmes were developed to enable analysis of the enormous amounts of data.
Figure 4.2 in Chapter 4 provides a visualization of this by means of graphs and tables generated
during this project. MySQL is used as the database for storing FreeBSD pflogs running on
FreeBSD as the operating system, and several tools are used such as jpgraph13 for graphing,
Perl scripts, PHP, and SQL queries for data import and analysis.

13http://jpgraph.net/
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3.7 Summary

Within this chapter the reader was presented with one of the several processes, software and
programs that can be used to:

• collect logs

• transfer the logs to a central server

• import the logs into a database

• summarise data in order to improve data analysis, increase search time when searching
for data, use less storage space and ultimately require less processing power

The use of compression was also discussed in Section 3.3, where the reader was presented
with the statistics in Table 3.1, making the reader aware of the advantages and disadvantages of
compressing logs. Compression was a crucial factor during the transfer of the logs and will be
critical for any organization seeking to invest in a system such as the one presented within this
proof of concept. By compressing the logs before sending the logs to the central server, transfer
time was saved but additional time had to be spent in compressing and decompressing the logs
at the source and destination.

In Section 3.3 the reader was made aware that the transfer time of a file from the source to the
destination can be reduced by using compression before they are transferred. The disadvantage,
as explained, is that there is additional time and processing power required for compressing and
decompressing the file. Finally, this Chapter presented a clear proof of concept for collecting
log data, transferring and importing it into a database.

In Chapter 4 the reader will be presented with the method for designing the Visualisation Sys-
tem, how the network architecture was implemented, and how the system functions.



4
Visualisation System

I
N this chapter the reader is presented with the rationale behind the building of this sys-
tem, the architecture of the proof of concept, as well an overview of its functionality.
The researcher’s own experience within Information Technology logs was used to both
troubleshoot faults as well as complement the analysis of logs in order to determine

how events such as, for example, a configuration change took place, or what data was ac-
cessed by whom and from where. The researcher spent on average between 290 and 410 hours
analysing logs in order to find communication problems, identify unauthorised access attempts,
and identify complex errors. Without logs it would be difficult, indeed near impossible to iden-
tify complex errors, unauthorised access attempts or traffic patterns running within a company
network.

Companies install expensive server, network and security hardware and software with built-
in features such as SNMP or syslog that can be used by network and security solutions to
know what is going on within the network [Stallings, 1998]. As an Information Technology
department you should at minimum be able to account for:

1. What physical assets and intangible assets you own.

36
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2. What applications and services are operational on your network.

3. What information is communicated from your organization to the outside world.

4. What information is received into your organization.

5. What services / ports / information are blocked or allowed by your DMZ firewall.

6. When employees log on.

7. Alerts that must be raised when an employee authenticates to a system out of his or her
approved working hours.

8. Alerts that must be raised when unsuccessful authentication takes place. A good example
of when a alert should generate an event that must be investigated as a matter of urgency
is where three unsuccessful attempts are experienced within sixty seconds for the same
account.

Within the context of all of the above-mentioned aspects, logs are important as most information
required will be extracted from logs, be it in text format, within a database or in a third party
format.

The Graphing system was designed to store, analyse and visually present findings across several
opensource14 technologies. Open source software is freely available and in some circumstances,
their is a GNU license agreement applicable. Taking a look at the linux version named SUSE
versus OpenSUSE as an example. New versions of SUSE are first made available as open
source. After months of testing by the public, inputs and code changes the product will be
released as OpenSUSE for the Open Source community and SUSE for the industry that requires
maintenance and support in an enterprise environment. OpenSUSE is the foundation of SUSE
[OpenSUSE, 2014].

4.1 Hardware and Software specifications

The specifications for the server used during the project are made available to the reader in
Table 4.1

14http://www.gnu.org/
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Table 4.1: Hardware and Software specifications

Item Description

Motherboard Intel DZ68BC

CPU Intel(R) Core(TM) i5-2500 CPU @ 3.30GHz

Memory 14GB 1333MHz DDR3 synchronous memory

Storage Seagate Barracuda, ST1000DM003-9YN162 1TB

Operating System FreeBSD 10.0

Database MySQL (amd64) 5.2

Web server Apache 2.2.27

FreeBSD 10.0 was chosen as the operating system for the graphing system due to the low
hardware specifications required and high performance [Larabel, 2012]. The operating system
(kernel) can be compiled for the hardware used so that stability, availability and performance
are increased. The choice of database for storing the logs for further processing was MySQL15

(amd64) [Larabel, 2013]. As a web server Apache16 was installed. This web server was used
for hosting several PHP programs which were implemented to analyse and visually display the
results.

4.2 Network and DMZ Architecture

In this section the network architecture of the case-study organization is discussed. An overview
is shown in Figure 4.1. This architecture was chosen in order to have more control with regards
to the traffic to and from the organisation VPN. A key factor of this architecture is its ’untrusted
zone’, which consists of the Internet as well as any Internet routers (R1 and R2) that are con-
nected to the Firewall. Several FreeBSD firewalls with PF were installed in fail-over mode,
forming the first line of defence into and out of the organisation’s network. Due to the length
and time constraints of this project, this thesis will not be considering other related security
devices such as IPS, Anti Virus Gateways or mail content filterin. Finally, IPSec was chosen
as encryption protocol for connectivity between offices and hosted server locations to protect
confidentiality and integrity of data.

15http://www.mysql.com/
16http://www.apache.org/
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Figure 4.1: Network Architecture

4.2.1 Client connectivity to the Internet

By default companies allow DNS, HTTP, HTTPS and FTP to connect to the Internet due to
the fact that most applications that are hosted on the Internet are Web-based. To translate a
name to an IP, DNS is required. To have synchronised time NTP must be allowed. However,
the implementation of these protocols and services varies from organisation to organisation; for
example, some organisations will allow internet connectivity by implementing masquerading
whereas other organisations will have authenticated proxy servers.
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For the proof of concept, proxy servers were used as the only mechanism through which
clients within the organisation network could access the Internet, using protocols such as HTTP,
HTTPS, FTP. By using proxy servers such as Squid17, clients can be authenticated before they
are allowed to access websites on the Internet, resulting in logs of who accessed what at a spec-
ified time. With the addition of URL redirector software such as squidgaurd18, content control
is an added feature that allows the organisation to specify what websites clients may access.

4.2.2 Internet Connectivity to Web servers in DMZ

Reverse proxies were installed within the organisation’s DMZ for all connections from the in-
ternet to web servers as a second line of defence for these web services. Several ACLs were
used to allow only approved public IPs to access sensitive web servers behind the reverse prox-
ies. As several web services were hosted behind the reverse proxies, they served as a major
time-saver, logging all connections to these web services and caching data.

4.2.3 Host based firewalls

Web services that were to be accessed from the Internet were installed within the organisation’s
DMZ and protected by the above-mentioned reverse proxy servers within the DMZ. Each of
the web servers were installed on a Linux19 version or FreeBSD, with either PF or iptables20

running as the host firewall. Finally, the host firewalls were configured with “deny all” as the
default rule and only allowed specified traffic.

4.2.4 DNS Traffic

DNS servers were installed within the organisation’s DMZ in order for internal DNS servers
and clients to be able to do DNS lookups. Without access to DNS servers clients would have
to remember the IP addresses of all the services they need to access. DNS translates a friendly
name - such as google-public-dns-a.google.com - to a IP address, namely 8.8.8.8, to which
computer systems can then connect. This process takes into account the fact that users are much
better at remembering names than IP addresses, and furthermore only DNS servers within the

17http://www.squid-cache.org/
18http://www.squidguard.org/
19http://www.linux.com/
20http://www.netfilter.org/projects/iptables/
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DMZ were allowed to query external DNS servers. As such port 53 was blocked for tcp and
udp.

4.2.5 NTP Traffic

NTP servers were installed within the organisation’s DMZ in order for internal NTP servers
and clients to have their time in sync. Time is important both when using cryptography and also
in forensic investigations as a means of proof that when an event occurred, it was at a specific
date and time. Only the NTP server within the organisation’s DMZ are allowed to communicate
with external NTP servers.

4.2.6 SMTP Traffic

SMTP servers were installed within the organisation’s DMZ. SMTP are mainly used for e-
mail transmission, and only the SMTP servers within the organisation’s DMZ were allowed to
send and receive mail messages to and from SMTP servers on the Internet. Only internal e-mail
servers were allowed to connect internally to the SMTP server for sending and receiving emails.
Clients on the internal network would connect to Microsoft non-standard protocols in order to
send and receive mails from their accounts on the organisation’s internal Microsoft servers.

4.2.7 Remote management / Access

Remote Management from the Internet of the organisation’s internal network was only allowed
when using authenticated L2TP. The L2TP server is located within the DMZ. For each user a
dedicated IP (static IP) was allocated from where the IP is firewalled, according to the approved
change control application form and Remote access policy. Technicians that require remote
access in order to work on the networks, or systems outside of the organisatio;ns network is not
allowed.

4.2.8 Firewall Rules

By default, all inbound and outbound is blocked. Traffic must be explicitly allowed in order to
pass through the firewall. An example of a basic pf.conf file can be seen in Code Listing 4.1.
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Code Listing 4.1: Sample PF firewall Rules
1 #REDIRECT RULE
2 rdr on $ext_if proto tcp from any to 1 6 4 . 1 5 1 . 0 . 0 port 3123 −> 1 7 2 . 1 2 3 . 1 8 8 . 1 6 5 port 3113
3
4 #LOG AND PASS TRAFFIC IN ON EXTERNAL INTERFACE
5 pass in log quick on $ext_if proto tcp from { 1 9 6 . 1 . 1 . 1 , 4 1 . 1 . 1 . } to ←↩

{ 1 7 2 . 1 3 0 . 1 . 1 0 3 , 1 7 2 . 1 3 0 . 1 . 1 0 4 } port 443 keep state

6
7 #LOG AND PASS TRAFFIC OUT ON INTERNAL INTERFACE
8 pass out quick on $int_if proto tcp from {1 9 6 . 1 5 . 2 1 1 . 1 7 0} to { 1 7 2 . 1 3 0 . 1 . 1 0 3 , 1 7 2 . 1 3 0 . 1 . 1 0 4 } ←↩

port 443 keep state

4.2.9 PFLogs

The format of the log files generated by the pflog daemon is in binary format [Perrin, 2011],
therefore reading these logs with a normal text editor is not possible. In order to convert the
binary files to a human-readable format a tool such as tcpdump21 is used. The tcpdump tool
prints out the content of packets as per a specified network interface. A shell script as per Code
Listing 3.2 is running on the firewall as shown in Figure 4.1; using tcpdump and parameters this
tool prints data from the pflog0 interface in human-readable format and then parses it to a tool
called logger. Logger provides a shell interface for syslog. The parameters pflogs are sent to a
specified host, see for example the MSC Server in Figure 4.1 running syslogd daemon.

Traffic originating from the Internet will pass through router R1 or R2, as per Figure 4.1, de-
pending on the routing table, and will be inspected by the Firewall. Depending on the defined
rule set the traffic will then be either allowed or dropped. All firewall actions are logged for
deny rules as well as certain allowed rules.

4.3 Visualisation System Layout

Several menu items are made available in Figure 4.2. These items will execute SQL scripts on
the server and display the results in a graph, table or text format. These menus and MySQL
scripts was chosen as a proof of concept. The reader will now be presented with an overview of
each of the menu items as per Figure 4.2.

21http://www.tcpdump.org/
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Figure 4.2: Visualisation System

4.3.1 Source IP Graph

Sub-menu item Source IP Graph, shown as (B) in Figure 4.2, will present a graph of the top 5
source IPs that were passed or blocked as per a selected date range. The SQL query in the back
end will calculate the top 5, adding all events that were logged within the selected date ranges
and actions.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Firewall Action: There are only two choices available from the drop-down menu, namely
Pass and Block.
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4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with lines
and second will fill each graph field with the corresponding colour.

4.3.2 Destination IP Graph

Sub-menu item Destination IP Graph, shown as (C) in Figure 4.2, will present a graph of the
top 5 destination IPs that were passed or blocked as per a selected date range. The SQL query
in the back end will calculate the top 5, adding all events that were logged within the selected
date ranges and actions.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Firewall Action: There are only two choices available from the drop-down menu, namely
Pass and Block

4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with lines
and the second will fill each graph field with the corresponding colour.

Destination Port Graph

Sub-menu item Destination Port Graph, shown as (D) in Figure 4.2, will present a graph of
the top 5 destination ports that were passed or blocked as per a selected date range. The SQL
query in the back end will calculate the top 5, adding all the events that were logged within the
selected date ranges and actions.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.
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3. Firewall Action: There are only two choices available from the drop-down menu, namely
Pass and Block

4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with lines
and the second will fill each graph field with the corresponding colour.

Destination Protocol

Sub-menu item Source IP Graph, shown as (E) in Figure 4.2, will present a graph of the top 5
destination protocols that were passed or blocked as per a selected date range. The SQL query
in the back end will calculate the TOP 5 adding all the events that were logged between the
selected date ranges and action.

The user will be presented with a form where the following can be selected

1. Start Date: The year, month and date are made available in a drop-down menu

2. End Date: The year, month and date are made available in a drop-down menu

3. Firewall Action: There are only two choices available from the drop-down menu namely
Pass and Block

4. Graph Filling: There are only two choices available from the drop-down menu namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with lines
in the graph and the second will fill each graph field with the corresponding colour.

Flagged IPs

Sub-menu item Flagged IPs, shown as (F) in Figure 4.2, will present a table of the selected top
source IPs, destination IPs, destination ports or sessions that were passed or blocked and order
the results Asending or Desending as per a selected date range.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.
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3. Firewall Action: There are only two choices available from the drop-down menu, namely
Pass and Block

4. Order by: Select the field that must be used to calculate the top events. The choices are
Source IPs, Destination IPs, Destination port or Sessions

5. Order: Display the top events by listing data Asending or Desending

6. Top: From the drop-down menu the variable for the amount of TOP events must be
displayed can be chosen. The variable ranges from 5, 10, 20, 20, 10, 200, 500, and
increments with 500 up to 2 000 000.

The reader is presented with and example of the Flagged IP’s in Figure 4.3.

Figure 4.3: Flagged IPs

Detailed Flagged IPs

Sub-menu item Flagged IPs, shown as (G) in Figure 4.2 will present a table of the selected top
source IPs, destination IPs, destination ports or sessions that were passed or blocked and order
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the results Asending or Desending as per a selected date range. This menu item displays the
details for the selected fields.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Firewall Action: There are only two choices available from the drop-down menu, namely
Pass and Block.

4. Order by: Select the field that must be used to calculate the top events. The choices are
source IPs, destination IPs, Destination ports or Sessions

5. Order: Display the top events by listing data in ascending or descending order.

6. Top: From the drop-down menu the variable for the amount of TOP events that must
be displayed can be chosen. The variable ranges from 5, 10, 20, 20, 10, 200, 500, and
increments with 500 up to 2 000 000.

The reader is presented with an example of the Flagged IP’s in Figure 4.7.

Figure 4.4: Detailed Flagged IPs

4.3.3 Google Maps

Sub-menu item Map Source IPs Denied, shown as (H) in Figure 4.2 presents a Google Map
of the top source IPs, as per selection, that were blocked or allowed within either a selected
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date range or in live data. This map displays the locations on a world map of blocked IPs.
Please note, the map that is generated through this process is built using IPs logged by the DMZ
firewall, although the original source may have ’jumped’ from several other IPs. In the map
displayed in Figure 4.2 the totals per country were removed due to sensitivity of the data.

The reader is presented with and example of the Ports Search Graph in Figure 4.5.

Figure 4.5: Google map

The Google Maps module can be used to even greater effect than its current utilisation by the
proof of concept. If your private IPs are listed within the database and linked to cities, your
internal communication can be displayed with the module as ’passed’, ’blocked’ or both along
with the count for each city chosen. For the purposes of this proof of concept, however, a free
Geoip database was downloaded and used, as discussed in Chapter 3.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu

2. End Date: The year, month and date are made available in a drop-down menu

3. Top: From the drop-down menu the variable for the amount of top events to be displayed
can be chosen. The variable ranges from 5, 10, 20, 20, 10, 200, 500, and increments with
500 up to 2 000 000.



CHAPTER 4. VISUALISATION SYSTEM 49

4.3.4 IP Search Graph

Sub-menu item IP Search Graph, shown as (I) in Figure 4.2 presents a graph with the totals for
ports that were passed or blocked for either the Source IP or Destination IP as per a selected
date range. This graph will present the totals of ports were blocked.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Source or Destination IP: From the drop-down menu there are two choices, namely
Source IP and Destination IP. This field will be used to search within the database for
the IP specified in the IP field.

4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with
lines, and second will fill each graph field with the corresponding colour.

5. IP: The Source or Destination IP must be typed into the IP field.

The reader is presented with and example of the IP Search Graph in Figure 4.6.
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Figure 4.6: IP Search Graph

4.3.5 Ports Search Graph

Sub-menu item Destination Ports Search Graph, shown as (J) in Figure 4.2 presents a graph
with the totals for IPs that were passed or blocked for the Destination Port as per a selected
date range.
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The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Destination Port: The Destination Port must be typed into the Destination field.

4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with lines
and the second will fill each graph field with the corresponding colour.

The reader is presented with an example of the Ports Search Graph in Figure 4.7.

Figure 4.7: Destination Ports Search Graph
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4.3.6 Dual IP Search Graph

Sub-menu item Dual IP Search Graph, shown as (K) in Figure 4.2 presents a graph with the
totals for IPs that were passed or blocked for the Destination Port as per a selected date range.

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.

2. End Date: The year, month and date are made available in a drop-down menu.

3. Destination Port: The Destination Port must be typed into the Destination field.

4. Graph Filling: There are only two choices available from the drop-down menu, namely
Do not fill Graph and Fill Graph. The first option will present the graph fields with and
the second will fill each graph field with the corresponding colour.

4.3.7 Search Database

Sub-menu item Search database, shown as (L) in Figure 4.2 presents a table for one of the
following selection criteria:

1. Source IP

2. Destination IP

3. Destination Port

4. Source IP and Destination IP

5. Source IP and Destination IP and Destination Port

6. Source IP and Destination Port

7. Destination IP and Destination Port

The user will be presented with a form where the following can be selected:

1. Start Date: The year, month and date are made available in a drop-down menu.
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2. End Date: The year, month and date are made available in a drop-down menu.

3. Graph Filling: There are only two choices available from the drop-down menu. namely
Do not fill Graph and Fill Graph. The first option will present the graph fields, and the
second will fill each graph field with the corresponding colour.

4. Order by: Select the field that must be used to calculate the top events. The choices are
Source IPs, Destination IPs, Destination port or Sessions.

5. Order: Display the top events by listing data in ascending or descending order.

6. Top: From the drop-down menu the variable for the amount of top events that must be
displayed can be chosen. The variable ranges from 5, 10, 20, 20, 10, 200, 500, and
increments with 500 up to 2 000 000.

The reader is presented with an example of the Search Database in Figure 4.8.

Figure 4.8: Search Database

4.3.8 Locate IP

Sub-menu item Locate IP, shown as (L) in Figure 4.2 will present Country name, Country
Code, Province and City.

The user will be presented with a form where the following can be selected:

1. IP Address (IP address is a mandatory field)

2. Find IP Address
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The reader is presented with the search screen shown in Figure 4.9 and the results are presented
as shown in Figure 4.10.

Figure 4.9: Locate IP Query Screen

Figure 4.10: Locate IP Results Screen

4.4 Summary

This Chapter presented the reader with the proof of system that was developed by the researcher.
The hardware that was available to the researcher was described, as well as the software that was
used to develop the system. It was shown that the visualisation system was web based, allowing
the system to be accessed from any IP network depending on network connectivity, firewall
rules and organizational policies. Several drop-down menus were used to make navigation as
easy as possible. Each of the menus were discussed in detail and examples were also made
available.
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The Google Maps menu, as displayed in Figure 4.5, was made known to the reader but not
discussed in detail or used within the case study due to an agreement with both the researcher’s
supervisor and the owner of the organization from which data was collected. Due to the sen-
sitivity of the logged data, the findings will not be visually displayed using the Google Map
functionality as the map could be used to accuse a country of hosting, for example, a command
and control server, and would therefore be excised from this thesis. However, it is important to
note that Google Maps’ functionality makes it possible to have a near real-time visual, mapping
country names with a count of allowed or denied events, and even how many times any given
country triggered a log rule on the firewall.

This chapter clearly presented that the proof of concept visually displays log data in a easy-
to-use web-based application, making valuable data available and, crucially, accessible to the
organization. This system is able translate the million lines of logs that are almost impossible
for a human to use, presenting the data as graphs, maps and tables within seconds of any request
for information.

Chapter 5 will present a case study (Case Study - PC infected with Malware) in detail, providing
readers with an account of the process described by the researcher. Readers will be shown
the process by which the Visualisation System was used to identify a computer infected with
malware, worms and viruses.



5
Case Study - PC infected with Malware

T
HIS chapter demonstrates how the proof of concept visualisation tool was applied to
real-world data and used to identify computers within the organization’s network
infected by malware. The steps taken to identify the source computers will be
shown, and the destination IPs and ports that were used to identify incidents will

also be discussed. Screen prints of actual findings are made available to the reader with an
explanation of the significance on each.

The hosts were identified on the basis of the amount of denied and allowed attempts logged on
the PF firewall, anomalies and observed ports. Criminals are getting smarter by the day and
tend to use day-to-day encrypted protocols, namely HTTPS, to gain access to organisation net-
works or to steal data. As per the network architecture explained in Section 4.2, SMTP, HTTP,
HTTPS, NTP and DNS traffic should not originate from the internal network. By monitoring
all traffic logged by the DMZ firewall that originated from the internal network and connected
directly to the Internet, the proof of concept identifies incorrect internal device configurations
or applications.

The services and protocols listed in Table 5.6 are used for remote management, name resolu-
tion, file transfer or sending e-mails. Most of these ports, excluding 33333/tcp, are valid ports,
commonly observed as part of legitimate Internet-facing traffic on a daily basis.
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The method TCP utilises to set up a connection over IP involves a three way handshake, as
shown in Table: 5.1 [Postel, 1981]. For any successful TCP connection the three way hand-
shake must be complete; if not, the connection will not be established. It is important to under-
stand how a successful tcp connection is established in order to understand tcpdumps as well as
firewall logs.

Step No Description

1 Host A sends a TCP SYN to Host B

2 Host B receives the SYN from Host A

3 Host B sends a SYN-ACK to Host A

4 Host A receives the SYN-ACK from Host B

5 Host A sends a ACK to Host B

6 Host B receives the ACK from Host A

7 Host A established TCP socket connection to Host B

Table 5.1: TCP three way handshake

As can be seen in Table 5.1, the successful implementation of a complete three-way handshake
means very little chance of spoofing.

In this case study the reader is presented with the application of the system. The start of the
system would be to request a list of the top 20 flagged IPs in order to identify the high risk
sources and destinations. In Figure 5.1 the IP highlighted in red, namely 10.133.2.71, was
chosen for the case study due to the fact that the source IP was online and the researcher could
gain remote access to gather screen prints.

The next step would be to request a detailed report as made available in Figure 5.2. The detailed
report calculates the amount of times, displayed as sessions, an event was logged for the same
action taken, source IP, destination IP and destination port. The session count is displayed in
this instance from the most to the least number of sessions.

From the detailed report three top ports were chosen to be further analysed within this case
study. The description for the ports that were chosen available in Internet Assigned Numbers
Authority (IANA)22

The ports chosen for further analysis are:

22http://www.iana.org/assignments/service-names-port-numbers/service-names-port-numbers.txt
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• 25/tcp - Simple Mail Transfer

• 447/tcp - DDM-Distributed File

• 44416/tcp - Unknown

The next step was to generate graphs of the top 5 source and destination IPs for the three chosen
ports. These graphs display the overall trend of events. With visualized data provided by graphs,
the start of an event can be identified, along with the dates and times when events for the relevant
ports are most frequent. As a result of looking at the trends, events and baselines, triggers can
be developed that will raise an alert.

Lastly, analysis was performed via a remote session with the chosen IP; these findings are
presented.

From here on the details of the findings will be made available with screen prints as evidence.

Traffic blocked on the DMZ firewall to and from the Internet was used for this case study. The
internal IP, namely 10.133.2.71, was used for the case study of the top 20 identified flagged IPs
list, as per Table 5.1 due to availability.

For this case study dates between 2014-03-01 and 2014-04-29 were used to gather information
due to the availability of equipment and logs.

5.1 Top 20 Flagged IPs

The Flagged IP web application (F in Figure 4.2) was run, searching for the top 20 flagged
IPs. The results that were found are displayed in Figure 5.1. Within this figure the chosen IP -
10.133.2.71 - is marked with the colour red. This figure clearly indicates that the IP chosen for
this case study has software initiating 808989 sessions directly to the Internet that were blocked
as per firewall policy and architecture design.
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Figure 5.1: Top 20 Flagged IPs

5.2 IP 10.133.2.71

The Search Database web application (L in Figure 4.2) searched for the top 20 ports that were
blocked for source IP 10.133.2.71. The results for this search are displayed in Figure 5.2. It
can clearly be seen in Figure 5.2 that IP 10.133.2.71 is trying to connect to several Internet
IPs on different destination ports. These connections raised red flags due to the fact that the
organization has no services hosted on any of the Public destination IPs.
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Figure 5.2: Detailed table of Case Study

The IP Search Graph web application (I in Figure 4.2) was executed, searching for the top 5
ports that were blocked for source IP 10.133.2.71, as per Figure 5.3. The top 3 destination ports
were 447/tcp with 808 989 total sessions, 25/tcp with 262 117 total sessions and 44416/tcp with
138 697 total sessions during the date ranges specified.
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Figure 5.3: Summary graph for Case Study

5.3 Destination Port 25/tcp

A Port Search Graph web application (J in Figure 4.2) was run, searching for destination
port 25 from 2014-03-01 till 2014-04-31 and graphing all source IPs as per Figure 5.4. The
graphs lists the top 5 clients that were blocked initiating sessions to destination port 25 directly
to the Internet. The top source IP was identified as a internal IP - 10.217.31.45 - with 310442
events that were blocked during the date ranges. The second IP in the top 5 was IP 10.133.2.71,
with 287904 blocked events. Port 25/tcp is used to send emails, as discussed in paragraph
4.2.6. As per architecture design in Figure 4.1, all SMTP traffic must be sent to a internal mail
server, which then sends the SMTP traffic to the recipient. Many viruses utilise SMTP to send
collected information out of the internal network to a server, a public SMTP server from whence
the information is sent to the recipient. Hence, Figure 5.4 shows that there are several IP devices
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trying to connect to public SMTP servers and must be investigated.

Figure 5.4: Destination port 25/tcp search graph - Source IPs

The Port Search Graph web application (J in Figure 4.2) searched for destination port 25/tcp
from 2014-03-01 till 2014-04-31, graphing all destination IPs as per Figure 5.5. The number
one IP was identified as 64.12.88.133, with 306 521 sessions blocked during the date ranges.
All destination IPs are public IPs as per Figure 5.5. Looking at the first three IPs it can be seen
that there is a possibility of the source IP being infected with Malware. The destination IPs
listed in Table 5.2 were identified as possible Malware hosts by Totalhash23.

23http://totalhash.com/
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Figure 5.5: Destination port 25/tcp search graph - Destination IPs

Table 5.2: Destination Port 25/tcp Top 10 Destinations

Rank Destination IP:port Finding SHA1 Hash

1 64.12.88.133:25 IP used by Malware f90199796965685f319e77fe2d622e126ac2c51f

2 64.12.88.165:25 IP used by Malware b1936dcb0008fdd5925f2c4076a2aadacacb3508

3 64.12.91.197:25 IP used by Malware 639bd3c59a3a2191647ab33210c1402822494add

An example of information found in regards to the Destination IP’s as well as code are listed
in Figure 5.6 from totalhash website. Information in regards to malware samples are made
available by totalhash such as

• analysis date

• hash values
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• malware names associated with malware

• network IP’s and DNS names used by the malware

• infected files

• registry entries associated with the malware

• Raw Pcap data

The information can be used to identify malware on hosts as well as to understand how the
flavour of malware works. In the case where a possible unlisted malware is found samples of
the files be uploaded to totalhash and analysed.
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Figure 5.6: Totalhash Output Example
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5.4 Destination Port 447/tcp

A Port Search Graph web application (J in Figure 4.2) searched for destination port 447/tcp
from 2014-03-01 till 2014-04-31 and graphing all source IPs as per Figure 5.7. The graphs
list the top 5 clients that were blocked initiating sessions via destination port 447/tcp directly
to the Internet. The top source IP was identified as a internal IP, namely 10.201.217.8, with
1 677 099 events that were blocked during the date ranges. The second IP in the top 5 was
10.133.2.71, with 808 989 blocked events. Figure 5.7 shows that there are several IP devices
trying to connect to public IPs and must be investigated.

Figure 5.7: Destination port 447/tcp search graph - Source IPs

A Port Search Graph web application (J in Figure 4.2) was run searching for destination
port 447/tcp from 2014-03-01 till 2014-04-31 and graphing all destination IPs as per Figure
5.8. These graphs list the top 5 clients that were blocked initiating sessions via destination port
447/tcp directly to the Internet. Top destination IP was identified as a public IP - 91.223.244.106
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- with 1 094 017 events that were blocked during the date ranges. Please note that all destination
IPs were public IPs. Looking at the first three IPs it can be seen that there is a possibility of the
source IP being infected with Malware. The destination IPs listed in Table 5.3 were identified
as possible Malware hosts by virustotal24.

Figure 5.8: Destination port 447/tcp search graph - Destination IPs

Table 5.3: Destination Port 447/tcp Top 10 Destinations

Item Destination IP:port Finding

1 91.233.244.106:447 Used by Malware

2 109.74.196.143:447 Used by Malware

3 69.164.203.105:447 Used By Malware.

24https://www.virustotal.com/
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5.5 Destination Port 44416/tcp

A Port Search Graph web application (J in Figure 4.2) was executed, searching for destination
port 44416 from 2014-03-01 till 2014-04-31 and graphing all source IPs as per Figure 5.9.
These graphs list the top 5 clients that were blocked initiating sessions to destination port 44416
directly to the Internet. Top source IP was identified as a internal IP namely 10.154.106.16
with 192 062 events that were blocked during the date ranges. The second IP in the Top 5 is
10.130.44.91 with 189 432 blocked events. Figure 5.9 shows that there are several IP devices
trying to connect to public IPs and must be investigated.

Figure 5.9: Destination port 44416/tcp search graph - Source IPs

A Port Search Graph web application (J in Figure 4.2) was executed, searching for destination
port 44416 from 2014-03-01 till 2014-04-31 and graphing all destination IPs as per Figure
5.10. These graphs list the top 5 clients that were blocked initiating sessions via destination
port 44416/tcp directly to the Internet. The top destination IP was identified as a public IP
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- 141.8.225.62 - with 1 929 519 events that were blocked during the date ranges. Again, all
destination IPs were public IPs. Looking at the first three IPs it can be seen that there is a
possibility of the source IP being infected with Malware, as per Table 5.4.

Figure 5.10: Destination port 44416 search graph - Destination IPs

Table 5.4: Destination Port 44416/tcp Top 10 Destinations

Counter Destination IP Finding

1 141.8.225.62:44416 IP used by Malware

2 195.22.26.254:44416 IP used by Malware

3 195.22.26.231:44416 IP used by Malware
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5.6 RDP connection to IP 10.133.2.71

An RDP session was established from the researcher’s computer, with the target identified as
10.133.2.71. The first step after establishing authentication with the target was to verify if Anti-
virus was installed, however it was discovered that no running Anti-virus was either actively
running or even installed. A netstat command was issued three times, with a 3 minute interval
on the command prompt, to display network connections.

The command netstat was executed with a parameter to display the addresses and port numbers
in numerical form, as per the results shown in Figure 5.11, numbers 1 and 3. For case num-
ber Two netstat was executed with the condition that addresses and ports not be displayed in
numerical format, as per the results in Figure 5.11, number 2.

Figure 5.11: Combined netstat output for Case Study

In the results of the netstat the states for all the destination public Internet addresses is SYN SENT,
as shown in Figure 5.11. These SYN SENT states are the result of the architecture’s design,
which does not allow any internal host to connect to the Internet directly, as discussed in Chap-
ter 4. However, we notice several attempts to connect to the Internet directly, utilising TCP
and destination ports 21/tcp, 25/tcp, 80/tcp, and 447/tcp. Due to the firewall configuration and
logging these attempts were blocked and logged.

As per Item 2 in Table 5.5, it is clear that malware is behind the compromised state of the
command-and-control. It is also interesting to note a connection being made to a sinkhole,
operated by cert.pl. This indicates that the domain used to connect has been seized by the cert.
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Table 5.5: netstat output

Item Reverse DNS Address Remote IP port

1 li117-105.members.linode.com 69.164.203.105 447/tcp

2 sinkhole.cert.pl 148.81.111.111 80/tcp

3 ftp.smtp.ru 62.141.94.83 21/tcp

4 91.233.244.106 447/tcp

5 mtaout-a-mtc-a.mx.aol.com 64.12.88.133 25/tcp

6 196.23.168.181 80/tcp

An anti virus package with updated definition files was installed on the host, which was then
rebooted remotely. A new RDP session was then established from the researcher’s computer in
order to identify the host, namely 10.133.2.71.. Using the installed Antivirus package, a virus
scan was issued on the host: several viruses were found, for example trojan horses and rootkits.
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Figure 5.12: Virus report for Case Study
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Table 5.6: Observed Ports

Rank Port Number Description

1 33333/tcp Well known virus port

2 21/tcp FTP

3 25/tcp SMTP

4 447/tcp DDM-Distributed File Management

5 22/tcp SSH

6 53/udp DNS

7 23/tcp SSH

8 3123/tcp Mainframe 3270 emulator

9 8086/tcp Mainframe Web service

10 8087/tcp Mainframe Web service

11 3389/tcp RDP

5.7 Summary

It should be clear that from a systematic deep packet analysis of the PF logs and the visual-
izations thereof, a security vulnerability in the organisation was eliminated. The significance
of this case study is not simply that a problem was solved; the methodology used, as well as
the fact that such a problem would never have been identified or solved via normal network or
security management techniques, is even more compelling. The ability to consistently prevent
this type of vulnerability will undoubtedly prevent events such as data leakage in the long term.



6
Conclusion

T
HIS document has presented a proof of concept visualisation system that can cor-
relate, analyse and present logs visually in tables, graphs and maps. The software
used during this research, for example Freebsd, was selected primarily due to avail-
ability. This thesis presents useful information regarding the FreeBSD firewall;

system administrators that have a need to understand how FreeBSD logs can be used to their
advantage will find this research compelling and useful in their daily work. The reader is also
presented with a network architecture in order to demonstrate the ways in which network archi-
tecture can be used to force technology to respond in a required manner. By forcing SMTP to
only be allowed to communicate with the Internet via the internal SMTP servers and through
the DMZ firewall, for example, it is possible to identify internal systems that initiate SMTP
sessions directly through the organization’s DMZ firewall.

Chapter 2 provided a Literature Review, covering the concepts that were used during this thesis.
An overview is also given as to why logs are essential in this day and age.

Chapter 3 describes how the source data was collected and imported into a database and also
indicates the structure of the logs and database.
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Chapter 4 deals with how the proof of concept graphing system was designed and how the
system works. This chapter also covers the network architecture that was implemented during
the data gathering period. The configuration of the firewall and network is also discussed.

Chapter 5 constitutes the major part of this document. One case study is presented and ex-
plained, showing how firewall logs can be used to identify security events and how these logs
can be used to assist a firewall administrator to build a firewall rules template.

6.1 Research evaluation

This section assesses the degree to which the stated research goals were met. The aim of this
research was to build a proof of concept system that could store, analyse, and visually present
graphs as well as statistics of FreeBSD PF firewall logs by using an easy to use, open source
solution that can be used within environments where FreeBSD and PF are installed. The re-
searcher is thus able to present the reader with the outcome of the following goals, as established
in Chapter 1:

• Store and forward the PF logs using a technology such as syslog. In Chapter 3 the re-
searcher described how FreeBSD was configured to rotate, store pflogs and transfer the
logs to a syslog server. Code Listing 3.4 presents the configuration file for rotating and
storing the pflog file on a daily basis. In Code Listing 3.2 the reader is presented with the
script used for transferring the pflogs to a syslog server utilising the logger program.

• Store syslog events in a MySQL database. The reader is presented with the scripts used
for analysing the syslog files and importing the events into the MySQL database, as per
Code Listing 3.6, store syslog events in a MySQL database. The syslog file is written into
memory from the script, as per Code Listing 6.2, and 6.3 writes the contents to a comma
delimited file, finally using the batch MySQL import functionality to import the comma
delimited file into the database.

• Correlate log entries (events per hour) . The researcher wrote a MySQL query to correlate
the logs; this correlation query grouped all identical events per hour together using the
date, time, source IP, destination IP, destination port and action. It also adds a column
called session, which states how many times the events were written per that date time
and hour. The SQL query for the correlation is presented in Code Listing 3.8.
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• Present summarised blocked logs in the format of graphs, tables and maps. The reader
is presented with the proof of concept Visualisation System in Chapter 4. The System
menus are made available in Figure 4.2 . Within this chapter the researcher presents to
the reader each of the menu items with an example and explanation of each. The data
is presented to the reader as tables, text, graphs and google maps. Only one high level
image is displayed within this thesis due to sensitivity, privacy and confidentiality of the
organisation, taking into consideration that live data was used for this thesis. Google
maps (geomap) functionality, combined with live internet data is presented in Figure 4.2
and explained on a high level in Section 4.3.3

• Identify blocked connections into or out of the organization’s network. The Visualisation
System is able to present passed or blocked events as per menu items under Section 4.3.
The data is presented in tables, text, graphs and google maps.

• Identify alerts by analysing the PF logs with the proof of concept Visualisation System.
It was possible to identify alerts by analysing the PF logs with the proof of concept Vi-
sualisation System as per the findings in Figure 5.12. Within the case study in Chapter
5, the Visualisation System was utilised to identify a security vulnerability, or malware.
This kind of problem would never have been identified or solved via normal network
or security management techniques, proving that a system such as the proof of concept
Visualisation System will add positively to any organisation.

Within the research that was conducted and presented in this thesis it has been shown that
PF firewall logs can be visually displayed and can add positively to any organisation that
is using PF as their firewall.

6.2 Expectations during the start of the research

During the start of the research it was expected that most denied events would be initiated from
the Internet to the organization subnets. After the first months, PF syslog data was imported into
the database, summarization completed and analysis run it became apparent that most denied
events was initiated from the internal network of the organization. This shows that most threats
to organizations are not in fact external but internal.
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6.3 Lessons learned

Organizations should decide what data they see as relevant for logging and analysis, then plan
and implement a solution that can collect, summarise, and display findings; this solution must
also alert the relevant people depending on the classification of the event raised. Technology is
available and can be used to ’see’ what is running on organization’s network, enabling organi-
zations to have early warning systems and properly manage data that is flowing on the network.

6.4 Future Work

Within the final section of this thesis the reader is presented with possible future research that
can be done with regards to log analysis, extending the present work:

• Future research in correlating large volumes of PF log files in a decentralised approach,
in which the correlated logs are sent to a central database, over limited amounts of band-
width, for analysis, as well as presenting the events, reports, and alerts in a web based
solution.

• Collecting, analysing and presenting findings within network traffic packet capture (pcap)
files. The data within a pcap file can be used to replay an unauthorised attack against, for
example, a web server in order to identify how an attacker breached or tried to breach
security mechanisms. Pcap files can also be used for forensic evidence, having the ca-
pability to replay transactions or to be used as evidence in a court of law. Due to the
size of pcap files the storing, analysing and presenting of usable data from these files - in
corporate environments as well as in small businesses - is still a challenge.

• Research the use of netflow data within the context of Information Security. Netflow is a
well known technology used by many, both open source and commercial, hardware and
software. The collection of netflow data from several devices, baseline and analysis of
the data can present valuable information with regards to how data flows on a network.
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6.5 Conclusion

This thesis provides evidence, through case studies, that by analysing logs threats can be iden-
tified and dealt with swiftly. For an individual to analyse millions of lines of logs per day is
impractical and many threats will slip by due to the fact that a human can not correlate, analyse
and make informed decisions as quickly as a well-designed analysis system. By not only storing
logs to comply with auditors or legislation, logs can add positively to any organization, be it a
corporate organization or a small business.
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Appendix

T
HE reader is presented with the scripts used for analyzing the syslog files, for im-
porting events into the MySQL database (see Code Listing 6.1), and for storing
syslog events in the MySQL database. The syslog file is written into memory
from the script (see Code Listing 6.2 and Code Listing 6.3) and writes the contents

to a comma-delimited file, finally using the batch MySQL import functionality to import the
comma-delimited file into the database.

Code Listing 6.1: Single log file import into DB
1 # S i n g l e l o g f i l e i m p o r t i n t o DB
2 # ! / b i n / sh
3 c a t / home / dirkc / logs / 2 0 1 4 / 0 7 / GP−DHA−DMZ−fw . log . 0 | / usr / l o c a l / www / apache22 / data / import_logs /←↩

pfanalyse4 . pl −y 2014 −d DMZ −v

Code Listing 6.2: pfanalyse4.pl
1 # p f a n a l y s e 4 . p l
2 # ! / u s r / b i n / p e r l
3 # Usage Notes
4 # c a t / GP−DMZ−fw . l o g . 0 | / u s r / l o c a l /www/ apache22 / da ta / i m p o r t l o g s / p f a n a l y s e 4 . p l −y 2014 −d ←↩

DMZ −v
5
6 r e q u i r e ” s y s l i b . pm” ;
7
8 $year = ” 2014 ” ;
9 $device = ”DMZ” ;

10
11 use Getopt : : Long ;
12 $outfile = ” \ / tmp \ / OUTFILE . CSV” ;
13 $year = ” 2014 ” ;
14 $verbose ;
15 GetOptions ( ” o u t f i l e =s ” => \$outfile , # numer ic
16 ” y e a r =s ” => \$yr , # s t r i n g
17 ” d e v i c e =s ” => \$device , # s t r i n g
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18 ” v e r b o s e ” => \$verbose ) # f l a g
19 or d i e ( ” E r r o r i n command l i n e a rgumen t s \n ” ) ;
20
21 %mnth = ( ” Jan ” => ” 01 ” , ” Feb ” => ” 02 ” , ”Mar” => ” 03 ” , ” Apr ” => ” 04 ” , ”May” => ” 05 ” , ” Jun ” =>←↩

” 06 ” , ” J u l ” => ” 07 ” , ”Aug” => ” 08 ” , ” Sep ” => ” 09 ” , ” Oct ” => ” 10 ” , ”Nov” => ” 11 ” , ” Dec” ←↩
=> ” 12 ” ) ;

22 # P r o c e s s each l i n e as <s t d i n > t o p r e v e n t ha v i ng t o acommodate e n t i r e f i l e i n RAM
23 whi le (<>){
24 my( $year , $month , $day , $time , $action , $direction , $srcip , $srcport , $dstip , $dstport , $proto ) = ←↩

process_line ($_ ) ;
25 i f ( $verbose ) {
26 $counter++;
27 i f ( $counter % 100000 == 0) {
28 p r i n t ” $ c o u n t e r r e c o r d s p r o c e s s e d −> o u t p u t l e n g t h ” , l e n g t h ( $sqlfile ) , ”\n ” ;
29 }
30 }
31 $sqlfile . = ” \” $year−$mnth{$month}−$day $ t ime \” ,\” $ d e v i c e \” ,\” $ a c t i o n \” ,\” $ d i r e c t i o n \” ,\”←↩

$ s r c i p \” ,\” $ d s t i p \” , $ s r c p o r t , $ d s t p o r t , \ ” $ p r o t o \” ,\”\”\ n ” ;
32 }
33
34 open ( OUTFILE , ”>$ o u t f i l e ” ) ;
35 p r i n t OUTFILE $sqlfile ;
36 c l o s e ( OUTFILE ) ;
37
38 i f ( $verbose ) {
39 p r i n t ” S t a r t i n g c o n n e c t i o n t o d a t a b a s e \n ” ;
40 }
41
42 use DBI ;
43 $dbh = DBI−>connect ( ' d b i : mysql : t r a f f i c ' , ' r o o t ' , ' t o o r t o o r ' ) or d i e ” C o n n e c t i o n E r r o r : $DBI : :←↩

e r r s t r \n ” ;
44 # $dbh = DBI−>c o n n e c t ( ' d b i : mysql : t r a f f i c ; h o s t = 1 2 7 . 0 . 0 . 1 ' , ' r o o t ' , ' t o o r t o o r ' ) or d i e ”←↩

C o n n e c t i o n Error : $DBI : : e r r s t r \n ”;
45 my $start = t ime ;
46
47 i f ( $verbose ) {
48 p r i n t ” D i s a b l i n g Tab le I n d e x e s \n ” ;
49 }
50 $sql = ”ALTER TABLE t r a f f i c c o p y DISABLE KEYS;\ n ” ;
51 $sth = $dbh−>prepare ( $sql ) ;
52 $sth−>execute or d i e ”SQL E r r o r : $DBI : : e r r s t r \n ” ;
53 $sql = ”LOAD DATA INFILE ' ” . $outfile . ” ' INTO TABLE t r a f f i c c o p y FIELDS TERMINATED BY ' , ' ←↩

OPTIONALLY ENCLOSED BY ' \ ” ' LINES TERMINATED BY '\\ n ' ( p a c k e t d a t e , dev i ce , a c t i o n ,←↩
d i r e c t i o n , \@src ip ,\@dst ip , s r c p o r t , d s t p o r t , p r o t o c o l , p r o t o c o l i n f o ) SET s r c i p = ←↩
i n e t a t o n (\@src ip ) , d s t i p = i n e t a t o n (\@dst ip ) ;\ n ” ;

54 $sth = $dbh−>prepare ( $sql ) ;
55 $sth−>execute or d i e ”SQL E r r o r : $DBI : : e r r s t r \n ” ;
56 i f ( $verbose ) {
57 p r i n t ”Re−E n a b l i n g Tab le I n d e x e s \n ” ;
58 }
59 $sql = ”ALTER TABLE t r a f f i c c o p y ENABLE KEYS;\ n ” ;
60 $sth = $dbh−>prepare ( $sql ) ;
61 $sth−>execute or d i e ”SQL E r r o r : $DBI : : e r r s t r \n ” ;
62 my $duration = t ime − $start ;
63 i f ( $verbose ) {
64 p r i n t ” d i s c o n n e c t i n g from d a t a b a s e : P r o c e s s i n g t ime i n s e c o n d s − $ d u r a t i o n \n ” ;
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65 p r i n t ” Device name i s = $ d e v i c e \n ” ;
66 }

Code Listing 6.3: syslib.pm
1 # s y s l i b . pm
2 # ! / u s r / b i n / p e r l
3
4 sub process_line ( $line ) {
5 $line = $_ ;
6 my( $prot ) = ” ” ;
7 chomp ( $line ) ; # Remove \n \ r Newl ine c h a r a c t e r s o f f t h e end o f each l i n e
8 i f ( $line =˜ / ˆ ( . . . ) \ s +(\d+) \ s +(\d+:\ d+:\ d+) \ s +\d+\ .\ d+\ .\ d+\ .\ d+\ s +\d+:\ d+:\ d+\ .\ d+\ s+←↩

rule\ s +\d+\ /\ d+\ ( match \ ) :\ s + ( . * ? ) \ s + ( . * ? ) \ s+on\ s + . * ? : \ s + ( . * ? ) \ s + .*?\ s + ( . * ? ) :\ s + ( . * ? )$←↩
/ ) {

9 ( $month , $day , $time , $action , $direction , $sip , $dip , $rest ) = ($1 , $2 , $3 , $4 , $5 , $6 , $7 , $8 ) ; # ←↩
S p l i t t h e l i n e i n t o i t s component p a r t s

10 # Deal w i t h l i n e s which have p o r t s (TCP + UDP) and l i n e s which don ' t ( ICMP)
11 i f ( $sip =˜ / ˆ ( \ d+\ .\ d+\ .\ d+\ .\ d+) \ . ( \ d+)$ / ) {
12 ( $srcip , $srcport ) = ($1 , $2 ) ;
13 }
14 e l s i f ( $sip =˜ / ˆ ( \ d+\ .\ d+\ .\ d+\ .\ d+)$ / ) {
15 ( $srcip , $srcport ) = ($1 , 0 ) ;
16 }
17 i f ( $dip =˜ / ˆ ( \ d+\ .\ d+\ .\ d+\ .\ d+) \ . ( \ d+)$ / ) {
18 ( $dstip , $dstport ) = ($1 , $2 ) ;
19 }
20 e l s i f ( $dip =˜ / ˆ ( \ d+\ .\ d+\ .\ d+\ .\ d+)$ / ) {
21 ( $dstip , $dstport ) = ($1 , 0 ) ;
22 }
23 $rest = uc ( $rest ) ;
24 i f ( $rest =˜ / ˆ ( . * ? ) \ s + / ) {
25 $prot = $1 ;
26 }
27 e l s e { # S e t t h e p r o t o c o l t o upper−case
28 $prot = uc ( $rest ) ;
29 }
30 # #### NORMALIZE DATA: Fix a n o m a l i e s
31 $prot =˜ s / \ , / / g ;
32 $prot =˜ s /\ s + / / g ;
33 $prot =˜ s / [ \ [ \ ] \ | ] / / g ;
34 i f ( $prot =˜ / ˆ L2TP / ) {$prot = ”L2TP”}
35 i f ( $prot =˜ / ˆ L2F / ) {$prot = ”L2F”}
36 i f ( $prot =˜ / ˆ NTP / ) {$prot = ”UDP”}
37 i f ( $prot =˜ / ˆ NBT / ) {$prot = ”UDP”}
38 i f ( $prot =˜ / ˆ SIP / ) {$prot = ”UDP”}
39 i f ( $prot =˜ / ˆ SMB / ) {$prot = ”UDP”}
40 i f ( $prot =˜ / ˆ SNMP / ) {$prot = ”UDP”}
41 i f ( $prot =˜ / ˆ RX / ) {$prot = ”UDP”}
42 i f ( $prot =˜ / ˆ RADIUS / ) {$prot = ”UDP”}
43 i f ( $prot =˜ / ˆ DOMAIN / ) {$prot = ”UDP”}
44 i f ( $prot =˜ / ˆ SYSLOG / ) {$prot = ”UDP”}
45 # #### NORMALIZE DATA Upper−case
46 }
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47
48 e l s i f ( ( $line =˜ / CRON / ) | | ( $line =˜ / sm−mt / ) | | ( $line =˜ / sendmail / ) | | ( $line =˜ /←↩

kernel / ) | | ( $line =˜ / # 0 1 1 # 0 1 1 / ) | | ( $ l i n e =˜ / i s s−m o n i t o r / ) ) {
49 }
50 e l s e {
51 p r i n t ”INVESTIGATE\n ” ;
52 p r i n t ” *********** $ l i n e \n ” ;
53 }
54 i f ( $prot =˜ / ˆ $ / ) {$prot = ”UNKNOWN”}
55 re turn ( $year , $month , $day , $time , $action , $direction , $srcip , $srcport , $dstip , $dstport , $prot )←↩

;
56 }
57
58 1 ;


