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Abstract

This paper describes an experience with use of peer as-
sessment in tutorials as a tool to promote deep learning
from early stages of a course on Data Structures and Algo-
rithms. The goal was to improve the utility of tutorials in
encouraging more efficient learning habits. Since assess-
ment forms a key part of the actual curriculum, tutorial
exercises were for credit, but the emphasis was on forma-
tive assessment. The novelty in this approach is that peer
assessment has not been extensively studied in Computer
Science Education for content of the kind covered in this
course. Evaluation is limited by the fact that other details
of the course were changed. Two surveys were conducted,
one soon after the first assignment, the other soon after the
second assignment. Of various aspects of the course sur-
veyed, the tutorial quizzes were the least popular, but im-
proved in popularity between the two surveys. The overall
effect based on general observation of the class appeared
to be positive. Results were closer to a normal distribu-
tion than for the previous 2 years. Performance in the first
assignment, which required understanding of how the the-
ory is applied in a practical situation, suggested that deep
learning had taken place.

1 Introduction

The irony does not escape him: that the one who
comes to teach learns the keenest of lessons,
while those who come to learn learn nothing.
— JM Coetzee,Disgrace1

There is a discontinuity between techniques in under-
graduate teaching and knowledge formation in research.
In research, peer review is common, with the assump-
tion that all participants are equals – if reviewers are more
equal than than authors. Peer review is not an uncom-
mon approach in the workplace, though perhaps it is more
common that review is by an immediate superior. An un-
stated assumption is that the employee will “graduate” to
the level of their superior through a process of learning on
the job and occasional review.

Given that both the ordinary workplace and academia
see a role for peer review or at least review by the commu-
nity within which one works, there seems to be a case for
a similar process in learning in formal education.

This paper reports on an experiment in introducing
“peer review” in the form of peer assessment into teach-
ing of a classical area of Computer Science, data struc-
tures and algorithms. Peer review fits theaction learning
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paradigm (Bunning 2001) well, as it introduces a strong
aspect of reflection. Through understanding the assess-
ment process, students should build a clearer notion of
their educational goals, and be able to plan better for fu-
ture assessment. Further, the process of learning should be
closer to practices in the real world where design reviews,
for example, are common.

While this general notion is reasonably well accepted
in education, there is relatively little literature on peer as-
sessment in Computer Science, and it is generally focused
on a narrow range of areas – software projects (Ruehr
& Orr 2002) and design of Internet services (Brookes &
Indulska 1996) are the two most common areas. What lit-
tle work there has been on peer assessment in algorithms
(Hübscher-Younger & Narayanan 2003) is in a broader
context, and is not specifically focused on peer assessment
as a tool.

The aim of this paper therefore is to present an inves-
tigation into the value of peer assessment specifically in
data structures and algorithms, but even more specifically
as an aid for making tutorials more effective. Peer assess-
ment is potentially useful for tutorials for several reasons.
Tutorials without assessment are seldom taken seriously
because students can be expected to focus their energies
on assessable activities (Biggs 1999). Since tutorials are
the most regular interaction with the class where assess-
ment could take place, using them for formative assess-
ment (Brown 1999) is useful. Tutorials are a natural place
to do peer assessment because of the formative aspects in-
herent in evaluation of the work of others.

The approach which was adopted in this research was
to introduce peer assessment into tutorials, with a specific
goal of introducing formative assessment. Given that the
course was run on a different basis with different lectur-
ers as compared with immediate predecessors, compari-
son with past versions of the course is difficult. However,
evaluation based on general levels of student comprehen-
sion of concepts known to be difficult, and surveys of stu-
dent attitudes to the approach provide some measurement
of outcomes. In addition, general observation of the be-
haviour of the class is some indication of the success of the
intervention, if lacking in rigour. Finally, evidence of deep
learning (Biggs 1999, Ramsden 1988) could be found by
the use of assignment questions or examination questions
which could only be answered if the students had formed
their own model of the key concepts in the course.

Most specifically, the alignment of intended learning
outcomes with assessment (Biggs 1999) was measured
through performance in the first of two assignments, in
which students were presented with a problem from a sec-
tion of the course they hadn’t seen yet, and had tounder-
standthe theory to be able to solve the problem.

The remainder of this paper is structured as follows.
Section 2 contains a brief review of background and re-
lated work. In Section 3, more detail of the approach to
the problem is supplied, with results in Section 4. The pa-
per ends with a concluding section containing reflections
on the approach taken and the results.



2 Background and Related Work

2.1 Introduction

Peer assessment is not a new concept. However, its use
in Computer Science education is limited. This section
briefly surveys some general ideas behind the paper’s fo-
cus on peer assessment, while placing peer assessment in
the context of action learning.

A key aspect of action learning is reflection (Bunning
2001). Since reflection is inherently looking back at your-
self, it appears that reflection requires looking inwardly.
However, if we think of learning as a social process, re-
flecting on yourself requires looking at yourself in the con-
text of what others are doing. Peer assessment captures
the essence of this mixture of looking back at oneself yet
looking at others. Even when evaluating a piece of work
which someone else has done, students are still likely to be
thinking about what they did. But seeing someone else’s
work adds a social dimension to learning (Berger 1966).

This section examines these ideas further, with a view
to justifying the research approach. However, before delv-
ing into the specific educational model, it is useful to give
some space to the general nature of education, to have
some indication of what teaching and learning are trying
to achieve to provide a basis for evaluating an intervention.

Subsection 2.2 provides a starting point by defining
what educations is – at least in adequate terms to relate to
the intent of the intervention described in this paper. Sub-
section 2.3 summarizes some key ideas on how knowledge
is socially constructed. In 2.4, these ideas are related to
the idea of peer assessment. Aside from general work on
peer assessment, Computer Science application is exam-
ined. Finally, all these ideas are put together in 2.5, which
summarizes the key issues as they relate to this paper.

2.2 What is Education?

The nature of education and its societal role has changed
over time. Historically, there has been a distinction be-
tween “training” – the development of job-specific or vo-
cational skills – and “education” – the development of
more abstract skills (Brookshear 1985, von Glasersfeld
1995, Moore 1998, Denning 1999, Sanders & Mueller
2000).

The development of this distinction and the relative
roles of these two kinds of learning has varied with
changes in society. In ancient Greece, for example, the
well-off “free” citizen would expect to have leasure time
to dispute with philosophers, attend dramas and think
about the nature of the universe – a precursor of the mod-
ern notion of a liberal arts education: learning for its own
sake. This notion of what we could callaristocraticlearn-
ing persisted into medieval times, though with important
differences. As the fraction of aristocratic members of so-
ciety declined with the collapse of the Roman Empire,
learning became by and large a property of the clergy,
to the extent that in medieval England, to be classified
as clerici meant that you were learned in Latin and the
classics, not necessarily that you were a priest or a monk.
Although there was a separate word for the literate (litter-
atus), it was more or less synonymous withclericus. The
illitterati andlaici correspondingly were the same group.
In that era, the church represented the only route of up-
ward mobility for the non-aristocrat, so there was con-
siderable economic value in learning Latin and the clas-
sics. Further, sinceclerici were much less susceptible to
being sentenced to be hanged for a felony, the ability to
stand up before a court of law and recite some convincing
Latin had more than a trivial social utility – so by 1300,
the meaning oflitteratus or clericus had shifted from a
highly learned person to anyone with reasonable reading
skills (with a gradual shift from Latin to the vernacular)
(Clanchy 1993).

By a roundabout way, the ancient Greek tradition of
education for its own sake began to acquire a utility be-
yond merely impressing peers at the dinner table. Show-
ing some evidence of learning could open up what was
then a lucrative career in one of the few organizations
which had money, and could even save your neck in a cri-
sis.

In recent times, the tension between “useful” and “ab-
stract” education has grown, because of the success of
higher education over the last century. An egalitarian soci-
ety requires that everyone have access to a social benefit,
so higher education is increasingly open to all. Yet, at
the same time, the filtering aspect of higher education –
the certification of individuals as being capable of some-
thing above the ordinary – requires that there be some
limit to how many can be certified, before the social util-
ity of higher education as a meal ticket breaks down. In-
evitably, stress is placed on the system: grade inflation
avoids the unfriendly notion that egalitarian access doesn’t
mean all should pass the filter, dumbing down of hard top-
ics avoids collapse in student numbers because a subject
is “too hard”. Students enjoy an illusion of learning; aca-
demics keep their jobs (Adams 1980).

The problem with this development is that thereis
some utility in more abstract skills – even if the need for
these skills may not be as great as the opening up of higher
education suggests. In fact, the trend in industrialized
countries is away from manual skills: poorer countries are
more cost-effective in that realm. A move towards a more
“vocational” style of education in wealthier economies is
therefore likely to be self-defeating. Long-term trends in
the US, for example, suggest that service jobs are growing
faster than industrial jobs are shrinking. In the US over
the last 10 years, services have grown 37%. At the same
time, manufacturing has shrunk 11%, not because less has
been sold (wholesale and retail trade grew 11% and 17%
respectively). General economic non-agricultural activity
over that period grew 18% – all as measured by change in
number of employees in each sector (US 2003).

Whether the balance is right – too many students aim-
ing for abstract skills versus hands-on skills, for example
– is a debatable matter. However, attempting to maximize
the number of students capable of operating at a more ab-
stract level appears to be a useful goal: such students are
more likely to add value to their society by being innova-
tors – as evidenced by the increasingly rapid development
of not only industries but social institutions in countries
with strong higher education systems.

2.3 Social Construction and Action Learning

As access to education has transformed, models of teach-
ing and learning have evolved from psychological no-
tions of cognition through the philosophical ideas of phe-
nomenology to social theories (Berger 1966). Through all
of this, in the post-modern spirit of evading definition, it
is not clear that a stronger notion of the nature and goals
of education has emerged. Rather, the conflict between
universal access and filtering remains, and is yet to be re-
solved. However, advances in models of education can be
applied to resolving this dilemma.

The approach taken in the work reported on here is to
assume that maximizing the number of students who attain
a reasonable level of abstract skills is a useful goal, while
recognizing that many students are expecting a more vo-
cational training-style of learning experience. Reconciling
these contradictory goals requires placing the learning of
abstract skills in context, so they can be seen as a legimi-
tate preparation for the real world.

Consequently, the work reported on here is based on
the idea ofsituated learning– that learning has to be
seen in the context of the social process of work (Lave
& Wenger 1991).

Situated learning – which Lave and Wenger (1991)
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prefer to call legitimate peripheral participation– has
much in common with the ideas inherent in the social
construction model of education, though it comes from a
different starting point – the observation that traditional
modes of learning through models like apprenticeship in-
volve the learner in a community of practise. The commu-
nity starts from a position of “superior” knowledge, and
the learner is gradually brought to a position of influencing
knowledge formation in the group, by active participation.

The introduction of the term “legitimate peripheral par-
ticipation” (LPP) is intended to convey the notion that “sit-
uated” should not be read in a trivialized sense – learn-
ing in the workplace, for example, as meaning putting a
teacher with chalkboard in a warehouse or factory. Rather,
the learning is “situated” in a social context – a commu-
nity of peers and “old-timers”, with the interactions be-
tween the various participants shaping the learning pro-
cess. In line with the ideas of social construction, there is
an emphasis not only on the role of learning in shaping the
learner, but in the potential for a learner to shape the com-
munity of which they form part. Newcomers start out on
the periphery, but they are “legitimate” – real participants
in knowledge use and formation. They gradually become
integrated into the community, and join the “old-timers”.

Such a notion of social construction of knowledge
should fit well in an engineering environment, where it
is increasingly being accepted that the theoretical under-
pinnings of a subject stick better if taught in conjunc-
tion with applying the principles (Director, Khosla, Rohrer
& Rutenbar 1995). The effect of such improvements in
teaching style is to bring the teaching practice closer to
“real” engineering: students use real tools to solve real
problems (Scḧon 1995); they see theory in the context of
applying it, rather than as a burning hoop to jump through
before the fun starts.

This kind of work is not well known in Computer Sci-
ence education. Such action learning work as has been
done has been more commonly aimed at areas like work-
based learning (Bradley & Oliver 2002) and training in
use of technology (Vat 2000) rather than hard Computer
Science skills.

Even cognitive science-based approaches (which may
seem closer to Computer Science philosophically, in that
much Artificial Intelligence work has roots in cognitive
science) have not gone much beyond Papert’s work on
relatively early learning (Papert 1993). One detailed
study of the value of visualization tools in teaching Com-
puter Science (Naps, Rling, Almstrum, Dann, Fleischer,
Hundhausen, Korhonen, Malmi, McNally, Rodger & ngel
Velzquez-Iturbide 2003) for example has evaluated the
success of the approach in terms of matching levels of
Bloom’s Taxonomy – a useful starting point, but one
rooted in the 1950s.

The social construction model does not in itself dic-
tate how learning should take place. One model which
can be used isaction learning, which empasizes a cycle
of starting from a desired outcome (“project”), planning
an approach to solving the problem, applying the plan

(“action”) and reflecting on the outcome. If the prob-
lem is not yet solved, the cycle is repeated (Figure 1
(Bunning 2001)). Action learning fits Computer Science
education well, because many Computer Science prob-
lems can be formulated in the style of a problem to be
solved, with the possibility of forming a plan which can
be tried out, and evaluated (“reflection”). The step of re-
flection is easy to leave out – or pay lip service to – with
programming problems because there is a temptation to
make random changes to the program until it appears to
behave correctly. For this reason, in a data structures and
algorithms course, it is useful to focus on enhancement of
reflection as a learning technique.

2.4 Peer Assessment

The literature on peer assessment – while varied and pre-
senting many viewpoints – tends to be specific to teaching
a given subject.

In Computer Science education, there has been some
work on using peer assessment in teaching algorithms
(Hübscher-Younger & Narayanan 2003), and a tool has
been devised for anonymous peer review of student work
(Gehringer 2001).

Viewed in the Computer Science Education context, it
is surprising that these ideas have not been taken up with
more enthusiasm. Much Computer Science work is in-
herently social – software development, for example, is a
team activity in the real world – yet team-based learning
has not advanced much beyond the problems inherent in
individual assessment of team projects.

Tools to support peer review are commonplace in man-
agement of academic conferences; developing such a tool
for learning should not be difficult. At least one such tool,
Peer Grader (PG), exists (Gehringer 2001), if reports on
its usefulness are rather thin. Some reported uses include
researching lecture material, researching beyond lecture
material, reviewing published papers, and reviews in pro-
gramming projects. The last idea is of most relevance
here. In keeping with the LPP idea, design reviews are
a common technique in industry. Performed as a teaching
exercise in which members of a class review each other’s
designs, the students are exposed to a style of work which
at the same time promotes learning. By seeing what the
“community” looks for in assessing a design by doing
the assessment themselves on another class member, stu-
dents can both play the role of the learner and the “old-
timer”. Seeing both perspectives creates a sense of the
real community in which students will work. Unfortu-
nately, Gehringer (2001) does not analyze the potential
of the approach to this level of detail, and stops at anecdo-
tal evidence backed up by surveys of students’ opinions.

A more detailed study of constructive and collabora-
tive learning in an algorithms course (Hübscher-Younger
& Narayanan 2003) presents evidence that a collabora-
tive process (using a tool called CAROUSEL) in which
students produce their own representation of data struc-
tures, and present it for peer review, is beneficial to learn-
ing. There have been many attempts in the past to pro-
duce palatable representations of data structures, involv-
ing graphics and computer animations. There have been
mixed results in evaluating such attempts at making data
structures clearer to the novice, probably related to factors
like different learners having different learning styles, and
confounding variables like teacher enthusiasm. An impor-
tant factor in evaluating such tools is to ensure that learn-
ing outcomes are evaluated, not just learner enthusiasm –
otherwise it is possible to arrive at positive results for use
of a tool which doesn’t stimulate learning (Wilson, Aiken
& Katz 1996).

Peer review is an important component of the
CAROUSEL tool, as is the notion that encouraging stu-
dents to find their own representation. A likely reason for
the mixed results of tools like algorithm animators is that



they present a pre-formed notion of the “correct” way to
think of a concept, hardly compatible with the notion of a
community of learners and teachers in which the learners
aim to join their teachers as peers – as new “old-timers”
(Lave & Wenger 1991).

Results of studies of the use of CAROUSEL show that
active participation is important to learning – best results
were seen with students who contributed representations,
as opposed to those who only reviewed work of others
(Hübscher-Younger & Narayanan 2003).

2.5 Summary

In summary, the notion of Computer Science students as
members of a community of learners, who review each
other, while building for themselves a role in the overall
community as eventual “old-timers” has some support in
existing work. Tools to support such a style of learning ex-
ist, and are not difficult to create. There is some evidence
to support such a strategy. Unfortunately, the evidence re-
mains to be tested at a detailed level: is peer assessment,
for example, a good strategy on its own – or does it only
work in combination with other strategies which place stu-
dents in a community of learners? More specifically, how
important is the notion that the community is not isolated
from the real world, but rather, an extension of the real
world, to which students are in effect being apprenticed?
How important is it to link strategies like peer assessment
to the notion that students should be aiming not merely to
be knowledge absorbers, but knowledge creators – with-
out some sudden discontinuity on graduating?

3 Methodology and Approach

The goal of the experiment reported here is primarily to
make tutorials a more useful learning experience. No
amount of cajoling will persuade students that they should
actually arrive at a tutorial in a position where they have
done absolutely everything they could do on their own
without help. Instead, students commonly arrive at a tu-
torial hoping it will be something like a lecture – if they
plead convincingly enough, they will be given the answers
and allowed to go home.

The question – and related question of what to measure
– addressed in this paper is:

How can students’ expectations of a tutorial be
be met as closely as possible yet changing the
effect of the tutorial to supporting deeper learn-
ing? How do we measure whether that deep
learning has taken place?

An important issue from the perspective of taking this
idea forward is that, while there is support for the general
notion of peer assessment in the general educational liter-
ature, experience with the ideas in Computer Science Edu-
cation research remains mostly anecdotal or thinly tested.
There are several militating factors against relatively rig-
orous evaluation in this study. The course was run by a
different lecturer the previous year, the programming lan-
guage used in the course has changed (the change, from
C++ to Java, is significant) – and there was another inter-
vention in the same course by a second lecturer (introduc-
ing motivating examples in lectures).

Accordingly, the approach to evaluation had to rely on
imprecise instruments, which limits repeatability and the
strength of conclusions. The strongest measure of whether
deep learning had taken place was performance on an as-
signment which required that the students have a good
model of how the theory worked in practice. Some at-
tempts have been made at correlating the outcome of this
assignment with the tutorial intervention and other aspects
of the course, though those these attempts are limited by
the imprecision already noted.

Taking all the above factors into account, the approach
to the intervention and evaluation are spelt out in this sec-
tion.

Subsection 3.1 outlines the intention behind the inter-
vention. Subsection 3.2 describes the intervention in more
detail, followed by 3.3 which elaborates on the approach
to evaluation. The section closes with overall conclusions
on the approach (3.4).

3.1 Intended Effect

The intention was to promote deep learning by making tu-
torials more effective. Specifically, the intent was to pro-
mote the students’ ability to develop their own model of
meaning and their ability to apply it to a novel situation.
This is in keeping with the notion that deep learning re-
quires thought about what is really meant by what is being
taught, how to relate new knowledge to old, and how to
apply knowledge to a novel situation (Ramsden 1988).

It is possible to a some extent to promote deeper learn-
ing by withholding solutions, and challenging the students
to produce their own. To do so however is an uphill strug-
gle, with some members of the class insisting to the end
that they are entitled to solutions and that the absence of
solutions inhibits their learning.

Do they know something experienced lecturers do not
know?

Perhaps – but perhaps not. If students are used to
having solutions, a major shift in strategy is bound to
make them uncomfortable. Since comfort factor can be
a significant indicator of success in a course (Wilson &
Shrock 2001), upsetting students is not a good start to hav-
ing a change accepted. On the other hand, giving out so-
lutions gives the impression that students need only wait
until the “right” answer is given to them – there is no per-
ceived value in working things out for themselves. There
is no promotion of the type of deep learning (Biggs 1999)
which should pull students away from what I call “binge
learning” – only really working on deadlines, and forget-
ting much of what they learnt afterwards.

To achieve the goal, therefore of making tutorials more
effective, it seems that, perversely, it is important to ap-
pear to be giving the students exactly what they want –
plenty of examples, tutors willing to give out solutions,
good feedback on what they are doing – but to introduce
something into the process which encourages more active
participation from them.

Given that assessment drives de facto student activity,
(“actual” curriculum), small quizzes with peer assessment
were introduced as a way of forcing the students to engage
with the material and reflect on it.

3.2 Intervention

The specific approach to be used was to make tutorials
relatively short sessions of working through material, fol-
lowed by a quiz on the same content. Tutors had answers,
and were encouraged to make them available much more
readily than normal. The purpose of the tutorial from the
students’ perspective was intended to be preparation for
the small quiz, followed by peer assessment.

Each quiz (except the first two which were weighted
0.5%) counted as 1% of the final grade. The quizzes, while
not trivial, were designed to be easy enough that a stu-
dent who was paying attention and who hadunderstood
the essential concepts should be able to achieve close to
100%. However, the quizzes were not straight factual re-
call: they emphasized applying knowledge, with some de-
gree of novelty.

Tutorials were designed to provide a range of ques-
tions from very easy to a bit more difficult than this class
should cope with (except the top students). The quizzes
were pitched closer to the simpler than the harder level.
In this way, if students could do the easier questions on



their own, and arrive at the tutorial primed to find out how
to handle the harder questions, they should have been in a
good position to do well on the quiz.

If they did not do well on the quiz, they still had the
option of a second bite by trying again to understand what
they should have done while doing the marking.

The overall effect, if it worked as intended, should
have been that the students worked slightly more continu-
ously, and developed a deeper understanding earlier in the
course.

3.3 Evaluation

Evaluation was difficult because there are potential con-
founding variables, as described already.

Direct evaluation of the effect of the intervention on
tutorials could be measured by monitoring tutorial atten-
dance. Quiz results and tutorial attendance could be corre-
lated with other assessments, to attempt to determine the
effectiveness of the intervention on learning.

Another intervention in lectures also occurred, which
makes it difficult to evaluate the effect of this intervention
in isolation. For assignments, tutorials are likely to have
a stronger impact than lectures on improvement. Again,
there is no baseline as a basis for comparison.

Student surveys are a useful instrument to measure stu-
dent perception of the value of the intervention. How-
ever, measures of learning outcomes are also important,
as student perception is not always accurate (Wilson
et al. 1996). Accordingly, the first of two assignments
was designed specifically so that students needed to have
a deeper insight into the theory and how it applied than
is usual for a course at this level. The second assignment
and examination were more typical of assessments of pre-
vious versions of the course. The notion was that the first
assignment should demonstrate whether deep learning had
taken place if its results correlated more strongly with the
tutorial quizzes than the quizzes correlated with other as-
sessments.

The remainder of this subsection describes the mea-
sures used: student perception, followed by student per-
formance.

3.3.1 Perception

Detail of the survey questions was based on initial anec-
dotal evidence from observing the course newsgroup and
feedback from early tutorials. The same questionnaire was
administered twice, once after the first assignment was
completed (in week 7 out of 13), and again after the sec-
ond assignment was completed (week 12). In addition to
questions about the tutorials and quizzes, there were ques-
tions about the assignment, and about lectures. These ad-
ditional questions provide a basis for triangulation (Cohen
& Manion 1985). It was expected that student attitudes
to the quizzes would evolve over the course of the experi-
ment, since this was a relatively novel concept, while atti-
tudes to assignments and lectures would not change much,
as this was familiar ground. Consequently, any change in
attitudes to tutorials, quizzes or peer assessment could be
measured against change or lack of change in views on the
less novel parts of the course.

The questions most relevant to this paper are listed here
(using a 5-point Likert scale: 1 = strongly disagree, 5 =
strongly agree):

• small quizzes after a tutorial make me work more
consistently

• small quizzes after a tutorial make it easier to follow
the next lecture

• small quizzes after a tutorial encourage me to keep
up

• small quizzes after a tutorial are extra stress

• tutorials in this course are well-matched to lectures

• being given solutions to problems is more useful than
attending a tutorial

• small quizzes after tutorials help me to understand
the next tutorial

• marking another students work gives me extra in-
sights

• marking another students work makes it clearer
where I went wrong

• marking another students work has given me more
insights for doing the assignment

• marking another students work has helped me under-
stand what it takes to be an expert

• tutorials are linked to the assignment

• I am more prepared for tutorials than usual because
of the quizzes

• lectures are more important than tutorials for under-
standing material

• it would be better to drop lectures and do more tuto-
rials

• tutorials in this course are more useful than in other
courses

• small quizzes after tutorials make it easier to keep up
(compared with other courses)

These questions required short factual answers to be
written in:

• My program is (mark one or fill in other): IT or Eng:
EE CS SW other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

• My current GPA is (if known) . . . . . . . . . and in this
course the grade I expect is . . . . . . . . . . . . . . . . . . . . . .

The following page contained open questions:

• The best feature of the tutorial quizzes is

• The worst feature of the tutorial quizzes is

• The effect of the approach in this course on your
views on the usefulness of tutorials is

These questions were intended to uncover a spread of
attitudes towards peer assessment and tutorials in general.
While they do not provide a basis for comparison with any
other way of running this course, the students in this class
mostly have been at the university for at least 3 semesters,
so their attitudes could be weighed to some extent against
other courses they’d experienced.

3.3.2 Performance

Since perception can be incorrect, other measures of the
effectiveness of the approach have been used as well. As
noted before, too many things have changed to make a di-
rect comparison with previous versions of the course con-
vincing. However, such a comparison is at least some in-
dication of the success of the approach. Given that similar
ground was covered, and a similar style of final exami-
nation (multiple-choice), the students’ overall results are
some indicator of success.

Further, given that the intervention in tutorials was
meant to foster deep learning, any evidence of stronger
abilities to form theories and test them against reality
would support the claim that the approach improved deep
learning. The first of two assignments most closely fits
these requirements. Students were given several sorting



algorithms, directly based on implementations in the pre-
scribed book (Preiss 2000), but with names changed to
force them to work out which was which. The algorithms
were carefully selected so that they would exhibit different
behaviours with different kinds of data:

• quicksortin two variations:

– first pivot – the simplest version of quicksort,
which has worst-case performance on data ei-
ther already sorted, or in reverse order; in the
worst case it requires timeO(n2) and uses stack
spaceO(n) for recursion

– median-of-3 pivot – an improved version of
quicksort which is extremely unlikely to exhibit
the worst-case behaviour (it almost always runs
in time O(n log n), and usesO(log n) stack
space)

• merge sort– more like the better quicksort in all
cases, except is usesO(n) extra memory, but not al-
located on the stack, and so less likely to cause a run-
time error message

• insertion sort– time O(n2) except if the data is al-
ready sorted, in which case, it becomesO(n); no sig-
nificant extra memory

The class was required to find the analysis (working
out which algorithm was which and getting it from the
book was acceptable), time the algorithms under a variety
of conditions (ordered, random and reverse-order data, of
varying sizes), and relate the measured times to the analy-
sis.

This choice of assignment question is significant for a
number of reasons:

• this style of problem has been calledempirical analy-
sis, and is known to be hard (Sanders 2002): students
have difficulty relating theoretical results to measure-
ments in the lab because to do so requires understand-
ing what the theory signifies, an attribute of deep
learning (Ramsden 1988)

• the algorithms were drawn from a section of the
course not yet covered, so the ability to handle this
material in the context of previously learnt theory
showed the ability to relate new material to previous
knowledge (Ramsden 1988)

• the kind of theory being applied was learnt through
the tutorials and quizzes, and was the mathematical
background to the course – traditionally the area stu-
dents find most difficult not only to grasp but also to
apply

The second assignment – implementing a simple text-
based calculator (the arithmetic operations+, −, × and
÷, with standard precedence and bracketing) – was not
nearly as challenging from the point of view of developing
original knowledge and understanding the theory.

Since the first assignment was most likely to test
whether deep learning had taken place, it is useful as a ba-
sis of comparison to quiz performance. If the students did
the quizzes consistently and did well in them, at least up to
the date of this assignment, they could be expected to do
better on the assignment than if they didn’t do the quizzes.
Since doing well on the assignment and doing well on the
quizzes could be related by the common variable that good
students will generally do well, it is useful to compare the
correlation of quiz results with other assessments, to see if
assignment 1 has a different outcome.

3.4 Conclusion

Given the limitations inherent in a study with no baseline
and confounding variables, there is a limit to what can be
read into results. However, correlating the first assignment
and quiz results should provide some kind of measure of
the effectiveness of the intervention.

Given that comfort factor has previously been iden-
tified as a significant success factor (Wilson & Shrock
2001), students’ attitudes will be some kind of indicator
of how successful the approach has been. Student percep-
tion, at least, is a measure of potential hostility to a new
idea. However, measuring learning outcomes is also im-
portant, as student perception is not ultimately the variable
of interest.

4 Results

Waste the time in tutorials=> Tutes rushed
. . . basically means you should learn at home
before coming to tutorials=> Defeats the pur-
pose. Marking is also pointless
– response to open question in first survey.

The introduction of peer-assessed quizzes was not pop-
ular – as exemplified by the opening quote of this sec-
tion. Being forced to “learn at home”? What next? Being
forced to think?

One of the key difficulties in educational research is
separating perception from effect. While it is true that
students have some idea of how well they have learnt
something, it is also true that a general feeling of well-
being can increase students’ perception of learning. For
example, studies of algorithm animators have shown that
it is important to measure improved comprehension as
well as student perception, as student perception can be
favourable even when learning hasn’t taken place (Wilson
et al. 1996).

Results in this section are presented with an eye to
gauging perceptions as one measure, since there was a
limit to more objective measures, because too many vari-
ables could have effected outcomes.

One of the things to be learnt from this experiment is
confirmation that student perception can be misleading,
especially in an intervention designed to make them work
more continuously. While others have reported on false
positives in the sense of students being happy with some-
thing that did not work, students’ negative perceptions in
this case do not match measured learning outcomes. In
particular, there is some evidence of a link between deep
learning and the tutorial quizzes, even though they were
unpopular.

The remainder of the section presents measurements in
4.1, followed by discussion in 4.2. The section closes with
a summary of major findings.

4.1 Data

Data presented here falls into two major categories. Sur-
vey data represents student attitudes, and course results
represent the effectiveness of the intervention (to the ex-
tent that its effects can be separated out).

Survey data includes analysis of questions on a survey
taken twice at different points in the course. Most ques-
tions used a 5-point Likert scale; thematic analysis was
used for open questions.

Student results are a combination of quiz results (to
measure the direct utility of the quizzes), assignment re-
sults (to measure broader effectiveness of the course) and
the final exam (to measure overall effectiveness of the
course as a whole).

The remainder of this section presents each of these
categories of data. Since the asssignment and examina-
tion results are relatively disjoint from the intervention re-
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Figure 2: Thematic Analysis of Surveys.

ported on here, they are grouped together. Finally, rela-
tionships between assessment components are measured
by correlations with quiz performance and attendance.

4.1.1 Survey results

The first survey was administered after the first assignment
(15 September 2003, week 8 out of 13 semester weeks).
The second survey was administered after the second (and
last) assignment was completed (20 October, week 12).
Figure 2 shows the progression of attitudes based on open
questions as the course progressed. Response are ordered
from most common to least common on survey 1. As can
be seen, the strength of response on each point was not
consistent across the surveys, indicating some change over
the duration of the course.

While there is a limit to what can be read into the
change in open questions between the two surveys because
a small fraction of the class wrote into the open question
spaces, and a significant number of these expressed them-
selves in vague generalities which were hard to classify,
the progression seen here makes some kind of sense.

Earlier in the course, time issues (the conflict between
wanting more time for the quiz and more time for the tu-
torial) predominated (“time”), with complaints about the
language of a tutor coming second (“language”). A group
was simply negative, without being more specific (“neg-
ative”); a similar-sized group though acknowledged the
value of the quizzes in ecouraging them to prepare in ad-
vance for tutorials (“prepare”). At this point, there is
divergence between the first and second survey. In the
first survey, the “reinforcing” effect of the quizzes was
noted by a group, as was the value of “applying” knowl-
edge. It appears that in the second survey, this group of
responses had consolidated into a single group who ac-
knowledged the value of the quizzes in aiding understand-
ing. The value in seeing the work of others and credit for
the quizzes were only acknowledged by a small group in
the first survey, and none in the second. Some, it should be
noted, also didn’t like being given credit for quizzes, but
this group was small and split into various cases – includ-
ing no credit at all for quizzes or there should be more.
Providing feedback was a new category in the second sur-
vey, but a small one.

From quiz 8 onwards, in response to the time issue,
quizzes were moved a week later (rather than covering
the ground of the tutorial, they covered the previous one).
While the total time wasn’t increased, it allowed more
time for reflection and reinforcement. In practice, the
value of this change was questionable: while there was
a significant dip in attendance of quiz 6, most likely be-
cause it was in the last week of assignment 1, attendance
increased for quizzes 7 and 8, but fell off sharply after quiz
8 (Figure 3(b)). This decline could have been because of
outside pressures like end-of-semester accumulation of as-
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Figure 3: Rate of submission of quizzes as indicator of
tutorial participation.

signment load, but it does not provide strong evidence that
the class was happier with this delayed quiz model.

Overall, migration of attitudes between the surveys is
interesting and suggests that the value seen in quizzes in-
creased, but too small a fraction filled in the open ques-
tions (about 50% in survey 2, but of these, a good fraction
didn’t answer all of the open questions) to draw strong in-
ferences from this data.

Statistics in Figure 4 show that the tutorials and the
peer-assessed quizzes were less popular than the lecture
intervention (using motivating examples) and the assign-
ments. While all categories improved between the two
surveys, the tutorials improved more (12%, versus 7% im-
provement in mean score for assignments, and 4% for lec-
tures). However, the tutorial average remains lower than
the others: 2.9 versus 3.6 for both the other areas.

The effect of the poor English (as perceived by the
class) of one tutor could be a significant factor, but on this
data alone, it cannot be concluded that the intervention in
tutorials was popular.

4.1.2 Quiz results

What’s interesting about the quiz results is that anything
which required algorithm analysis or design skills (as op-
posed to selecting between alternatives) tended to result
in lower scores with a higher standard deviation. As can
be seen in Figure 5, quizzes 1, 2 and 5 had lower aver-
ages than other quizzes, and a higher than usual standard
deviation.

The increase in averages and increase in standard devi-
ation for quizzes 8 and 9 suggests that the change of pace
(quizzes a week after the related tutorials) suited students
better on average, but some did worse through having a
break of a week (2 weeks in the case of quiz 8 because of a
mid-semester break). The decline in attendance in quizzes
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9 to 11 could also be a factor, so variation in students’ re-
sults across the last few quizzes can’t be put down to a
single variable. Overall, however, it is hard to conclude
that moving the quizzes a week later was advantageous.

4.1.3 Assignment and examination results

How did the class do in general? First of all, their overall
result was quite good – almost 75% scored a grade of 5
or above. Grades at University of Queensland are on a
7-point scale, which translates to percentages as follows:

• 7 – 85% or more

• 6 – 75 to 84% or more

• 5 – 65 to 74% or more

• 4 – 50 to 64% (below 50% is a fail)

• 3 – 45-49%

• 2 – 20-44%

• 1 – below 40%

Figure 6 shows the grade distribution both as a percent-
age achieving a given grade, and as a percentage achieving
that grade or better. For example, 90% achieved a grade
of 4 (pass) or above. No one had a grade of 2, indicating
that no one who made a serious effort scored a bad fail.

It is instructive to compare the 2003 grade distribution
with those of previous years.

In Figure 7, it can be seen that there is a different dis-
tribution of final grades in previous years. In 2002, the
language used was changed from Java to C++, which may
have had some negative effects, since C++ is a more com-
plex language, and Java was already known to the class
from previous courses. The 2001 results are therefore
more directly comparable to the 2003 results. Even so, the
distribution is different in character. In 2001, by contrast
with the equivalent 90% figure from 2003, 88% achieved
a grade of 4 or better, which is similar. The tails of the
distributions in 2003 and 2001 differ, however. 63% of
the 2001 class achieved a grade of 5 or higher, versus 75%
of the 2003 class. There were slightly more students in the
2001 class achieving a grade of 7 than a grade of 6, and
more than twice as many achieved a 2 as achieved a grade
of 3. The 2003 distribution, by contrast, is closer to a nor-
mal distribution shape, if slightly skewed to the high end.
The 2002 distribution also deviates from a normal curve.

What these variations suggest is that both the 2001 and
2002 courses left some students behind, while being too
easy for the best students. The 2003 result, with its more
regularly-shaped distribution, appears to have been a bet-
ter balance between challenging the good students and be-
ing accessible to the weaker students.

4.1.4 Comparison of Results

Figure 8 shows correlations between quiz scores and other
assessments. Since attendance fell off after quiz 5, in ad-
dition to overall figures, the correlations are also broken
down by the first 5 quizzes and subsequent quizzes. In ad-
dition to quiz scores, correlations with quiz attendance are
also graphed.

What is interesting about these results is that quiz at-
tendance (which tracks tutorial attendance) correlates rel-
atively strongly with assignment results (0.55 for assign-
ment 1; 0.49 for assignment 2), whereas there is a much
lower correlation between quiz attendance and examina-
tion results (0.30). These figures suggest that attending
the tutorials in itself was of most benefit for assignment 1,
which was hypothesised as benefiting the most from deep
learning. If quiz results alone are considered, however,
the result is not as conclusive, as the correlations between
the two assignments and quiz marks are very similar (0.50
for assignment 1; 0.51 for assignment 2). A further inter-
esting point about the results is that the drop-off in quiz
attendance after quiz 5 made a big difference to the cor-
relations between quiz marks and other assessment com-
ponents, but the correlation between quiz attendance and
other assessment components was unchanged (except as-
signment 1, which was over by that time). This last mea-
sure suggest some validity in the correlations. Assignment
1 performance should not have been affected by quiz at-
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Figure 6: Grade distribution shown as percentage with
each grade and percentage who achieved each grade or
better.
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Figure 7: Grade distributions from previous years.
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Figure 8: Correlations between quizzes and other assess-
ment. The first 3 data sets compare quiz results; the last
3, quiz attendance; the horizontal line is the correlation
(0.66) between the two assignment results,a1anda2.

tendance later in the course, but assignment 2 and exami-
nation performance could be. All of these correlations are
significant at the 0.05 significance level for a sample size
this big (over 200).

4.2 Discussion

Overall, the comparison of results using correlations sug-
gests that enforced attendance at tutorials does have some
beneficial effect on student learning. However, it is not so
clear that the quizzes alone were beneficial because it is
not true that assignment 1 correlates better with the quiz
results than assignment 2. The strongest results suggest-
ing that active learning was promoted was the correlation
between quiz attendance and assignment 1 results, which

was the strongest correlation, other than that between as-
signment 1 and assignment 2.

The quiz results have a stronger relationship to the as-
signment results than to the final examination, suggesting
that they did have some relationship to the style of learning
being assessed in the assignments. Since the examination
was multiple-choice, this result is not unexpected.

The final grade distribution improves on the two previ-
ous years: deviation from a normal distribution suggests
some members of the class were left behind, while the
course was too easy for others. However, the cause of this
apparently successful outcome is hard to isolate.

4.3 Summary

Overall, the results do not strongly support the case that tu-
torial quizzes in themselves were a very useful innovation.
Students did not like them, and the correlation results sug-
gest that enforced tutorial attendance and possibly prior
tutorial preparation were a stronger effect. If, however,
the quizzes resulted in these effects, they had some value.
Perhaps this can be seen as another example of assessment
driving student behaviour (Gibbs 1999).

The fact that the class did better overall, with a more
regular distribution of final grades, than previous classes
suggests some value in the approach – even if it is hard to
separate out from other changes.

5 Reflections

The use of peer assessment is growing in acceptance.
However, its use in a course on data structures and algo-
rithms appears to be novel. In Computer Science educa-
tion, the idea has appeared in a few places, even if the
approaches have not placed a strong emphasis on any spe-
cific learning model.

Action learning and the social construction model are
not well known in Computer Science education research.
Similar ideas can be found in moves in the last decade to
reform engineering education, but those moves were based
on pragmatic repair of what students did not like, rather
than on a move away from existing models.

The nearest idea in current Computer Science think-
ing – and in related engineering disciplines –is the spiral
model of software development (Boehm 1988), which is
similar in broad terms to the action learning cycle. Given
that there is a strong acceptance of the value of group
work, and a growing understanding of the social nature
of software development, Computer Science education is
ready for a change to a stronger emphasis on the social
construction model.

Despite the limited nature of the findings reported here,
the results were interesting. Students’ perceptions are
important, because they effect performance – and they
had prior experience of courses run in a different style.
Academic performance provides another measure, if one
which is hard to link to one change when there have
been several changes. The fact that quiz attendance cor-
relates strongly to assignment performance, especially the
one most strongly assessing deep learning, suggests some
value in the approach, though the students’ negative per-
ceptions suggest seeking other approaches aimed at the
same effect. For example, quizzes could be held every
second week, or at a lecture the week after each tutorial, to
work around the practical problem of the short time avail-
able for tutorials.

Algorithmic thinking is hard, and the difficulty is com-
pounded by the fact that more advanced concepts are lay-
ered on top of concepts learnt earlier in the course. This is
a course where deep learning and reflection should make
a very big difference to students’ ability to cope.

The overall results suggest that some success was
achieved; how this positive aspect can be implemented in
a form more palatable to students remains a challenge.
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